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Questions in Fluid Mechanics: Natural Tree-Shaped Flows 

By Adrian Bejan't 

The Hardest Questions. Last January, at a historic event 
that brought together biologists and engineers who see common 
ground in how living systems are built and function. Professor 
Trefethen (1998) reminded us to ask unanswered questions for 
which not even we know the answers. He also warned us that 
to formulate such questions is a very difficult task, and I agree. 
The difficulty is due to a subtlety, which I want to discuss in 
the first part of this column. 

There is great diversity not only in topics but also in the way 
we formulate questions. I can imagine two extremes in which 
to formulate questions is easy. In one extreme, we may ask 
questions about areas in which we are completely ignorant. 
These are the questions for which even we, the speakers, have 
no hope. If we all proceed in this direction, our destination is 
the Tower of Babel. The very act of speaking (asking questions) 
requires the use of words to which the speaker attaches at least 
some understanding. 

In the other extreme, we may ask questions for which the 
answers are well known. We do this routinely when we formu
late problems for students in introductory courses. In this ex
treme we teach to the new generations the disciplines that are 
required by the profession. The beginner is well advised not to 
linger too much along this path, because too much discipline 
is poison to the individual's innate creativity. 

The hardest questions are in between. They are the most 
likely to move the boulders that mark the frontier of knowledge. 
When we speak we are ignorant, but we also know "just 
enough" to be able to open our mouths intelligently. These 
valuable questions are triggered by hunches, or feelings of 
"aha!" Hunches occur when we meditate in isolation, or when 
we catch a glimpse of a development in a field where its impor
tance is not recognized—a gemstone among the pebbles of the 
river bottom, seen by fish. 

The fluid mechanics questions formulated in this column are 
driven by such a hunch—the accident that two years ago I 
was busy designing cooling systems for miniature electronic 
packages. I found that when the generated heat flows from a 
finite-size volume to one point, and when I have two conductive 
materials at my disposal (one with high conductivity, and the 
other with low conductivity), then the optimal heat flow path 
designed by me is a tree. Every single geometric feature of this 
structure is the result of a unique deterministic priniciple: the 

' Duke University, Department of Mechanical Engineering and Materials Sci
ence, Box 90300, Durhant, NC 27708-0300. 

t In memory of my motlier Marioara Bejan (1914-1998), Pharmacist. 

^^m 
Fig. 1 The formation of the smallest rivers in the drainage basin of a 
funnel coated with unfiltered coffee sediment. The funnel was held verti
cally upward, and the photograph was taken at an angle, from above 
and the side. Note the marriage of shapeless flow (disorganization, diffu
sion) and flow with tree shape and structure (organization, streams) at 
the smallest, finite scale. Trees form all around the funnel, and are visible 
from above (Bejan, 1997b). 

minimization of flow resistance subject to volume constraints 
(Bejan, 1997a, b). 

Why Are Tree Networlis Everywhere in Nature? It is 
an undisputed fact that natural volume-to-point (or point-to-
volume) flows have a common internal tree structure. Channels, 
or streams fill the volume partially, and the channels that are 
closer to the root point are thicker. The interstitial spaces are 
bathed by a flow with relatively high resistance (diffusion), 
which touches every point of the infinity of points that make 
up the volume. The tree structure unites the animate with the 
inanimate: lungs, river basins (Fig. 1), vascularized tissues, 
river deltas, neural dendrites, lightning, botanical trees and 
roots, dendritic crystals, the nerves of leaves, urban growth 
patterns and bacterial colonies. There are billions and billions 
of tree images in nature. What law is responsible for this perma
nent occurrence? 

Why Cannot Channels Be Smaller Than a Characteristic 
Size? A common feature of natural trees is that the channels 
cannot be smaller than a certain length scale, which is why the 
channels fill the volume only partially. The smallest length scale 
is a characteristic of the flow medium, e.g., the alveolus in the 
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lung, the smallest capillary in the tissue, the smallest needle of 
the snowflake and the smallest rivulet (you may watch the 
development of the smallest rivers in your own coffee grounds, 
e.g.. Fig. 1). 

This question is extremely important today as the fractal 
geometry movement is promoting the idea that natural tree net
works are fractal objects. They are not, because according to 
Mandelbrot's (1982) definition a fractal is an object generated 
by repeating ad infinitum an algorithm based on postulated simi
larity rules. The infinite sequence of stages of branching or 
coalescence is famously missing from natural tree systems. By 
Mandelbrot's own definition, and contrary to his claim in phys
ics, the geometry of nature is not fractal. The fractal algorithm 
manipulator is forced to interrupt the sequence after only a few 
steps (the inner cutoff), so that we may be able to see the 
drawing. If natural structures were truly fractal, "we would be 
seeing nothing but blurred images and shades of gray" (Bejan, 
1997b, p. 765). Similar words have appeared more recently in 
Science (Avnir et al., 1998). Why is the inner cutoff a necessary 
move in the descriptive (not predictive) graphic technique 
called fractal geometry? 

Why Bifurcation (Pairing), and Why Does This Rule 
Brealc Down at Small Length Scales? Another striking fea
ture of natural tree flows is the bifurcation, dichotomy, or pair
ing exhibited by the thicker channels. This rule—the integer 
2—breaks down in the direction of smaller scales, such that 
the number of branches per branching stage increases (e.g., 
alveoli, the thinnest capillaries, pine needles on the smallest 
branch). Is the number of branches the result of an optimization 
process? 

Is the Geometric Form of Nature the Result of the Con
strained Minimization of Flow Resistance? The tree net
work is one of the three geometric forms of natural flow sys
tems. The other two are the round cross-section (e.g., bronchial 
tubes, blood vessels, earth worms, underground caves) and the 
cross-section of rivers, which resembles a segment of circle. 

These cross-sectional shapes have been predicted successfully 
by minimizing the flow resistance subject to fixed volume (total 
cross-sectional area). Is the same principle responsible for the 
natural tree structures and all the features questioned in the 
preceding paragraphs? 

Is the Same Optimization Principle Responsible for Tur
bulence? The common features of natural tree networks may 
hold additional meaning for fluid mechanicists. The coexistence 
of organized stream flow (channels) with disorganized molecu
lar motion (diffusion) at the smallest macroscopic length scale 
reminds us of the elementary building block of turbulent flow 
fields: the smallest eddy. That in natural tree structures streams 
cannot be smaller than a characteristic length scale reminds 
us again of the smallest eddy. The finite sequence of stages 
(branching, or coalescence) that define the tree and fill the space 
reminds us of the transitions, cascades and ladders of turbulence. 

To start questioning the origin of turbulence along the lines 
indicated in this column is highly appropriate. Classical fluid 
mechanics asks (correctly) why a shear flow does not remain 
laminar forever. The equivalent question for trees is why the 
volume-to-point flow is not always effected by a single flow 
mechanism—diffusion—with a quasi-radial flow pattern. The 
tree question of why dendritic patterns are seen only when 
flow systems are large and fast enough, becomes the turbulence 
question of why diffusion ceases to be the only mechanism 
when the shear flow becomes sufficiently thick and fast. 

References 
Avnir, D., Biham, O., Lidar, D. and Malcai, O., 1998, "Is the Geometry of 

Nature Fractal," Science, Vol. 279, 2 Jan., pp. 39-40. 
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A Design Method for High-Speed Propulsor 
Blades' 

A Numerical Methodology to Predict Exhaust 
Plumes of Propulsion Nozzles' 

Ki-Han Kim.^ The authors presented a practical applica
tion of a new approach for marine propeller design that was 
first proposed by Mishima and Kinnas (1997). The new method 
for designing cavitating propellers could potentially change the 
traditional marine propeller design paradigm. The traditional 
propeller design philosophy is to design a propeller that per
forms optimally in the circumferentially uniform, but radially 
varying, flow in the subcavitating condition (Greeley and Ker-
win, 1982). The cavitation aspects are considered empirically 
in the design stage by changing the geometric parameters, such 
as skew and chord distributions. In the new approach, Mishima 
and Kinnas developed a numerical optimization method for 
designing propeller blade sections that optimally operate in the 
cavitating condition in a spatially nonuniform flow. Since cavi
tation is unavoidable in high-speed ships and boats, it is prudent 
to consider the cavitation as part of the design parameters. 

The authors further improved the versatility of the original 
method by expanding the design parameters, such as the nonlin
ear skew and the minimum pressure in wetted part of the blade, 
for optimization constraints. The main engine of the CAVOPT-
3D code is the cavitating propeller analysis code, HPUF-3AL. 
HPUF-3AL is an unsteady lifting-surface code that was origi
nally developed by Lee (1979) and improved by many research
ers over the years. The performance of a propeller designed by 
the new method will be dependent upon the accuracy of the 
HPUF-3AL code. 

Although this method has not yet been widely adopted for 
actual marine propeller designs, primarily due to the marine 
community's conservative culture, there is great potential for 
industry to adopt this method for design of high speed propellers 
for which cavitation is unavoidable. 

References 
Mishima, S., and S. Kinnas, 1997, "Application of a Numerical Optimization 

Teciinique to tiie Design of Cavitating Propellers in Non-Uniform Flow," Journal 
of Ship Research, Vol. 41. 

Greeley, D., and J. E. Kerwin, 1982, ' 'Numerical Methods for Propeller Design 
and Analysis in Steady Flow," Transactions, SNAME, Vol. 90. 

Lee, C.-S., 1979, "Prediction of Steady and Unsteady Performance of Marine 
Propellers with or without Cavitation by Numerical Lifting-Surface Theory," 
Ph.D. thesis, M.I.T. Department of Ocean Engineering. 

Marco Caporicci.^ In view of the possible development 
of reusable space transportation systems, the European Space 
Agency (ESA) is funding vehicle system studies and the devel
opment of new technologies required by this new generation of 
launchers. 

In the framework of the development of new propulsion sys
tems, the availability of accurate numerical methods has shown 
to be crucial to obtain detailed information on the flow behav
iour in the propulsive ducts. In many cases these very sophisti
cated tools require so long computational times, that their use 
becomes impractical for design purposes or for initial perfor
mance evaluations. In these cases the introduction of some ap
proximation is welcome, if it gives the possibility to obtain 
initial estimates with reduced effort and provides a sufficient 
level of accuracy. 

This paper represents an interesting example of development 
of such approaches. In particular, it provides a contribution to the 
simpUfication of the treatment of problems featuring a mixing 
between two jets with different thermodynamic characteristics. 

The numerical prediction of the flow behavior in such condi
tions would require the use of very complex codes. Indeed, the 
flow is characterized by a mixing of two gases with different 
chemical composition and the use of a chemical nonequilibrium 
model is necessary to achieve detailed predictions. Moreover, 
the flow in the mixing layer is turbulent and accurate turbulent 
models as well as suitable grids, refined in the zone of interac
tion of the two jets, are required. Nevertheless, in many cases 
the practical goal of the study is to get indications on the flow 
structure or to provide preliminary evaluations of the perfor
mance of the propulsive device, whereas there is no interest in 
the knowledge of the details of the local flow structure, except 
for what affects the above issues. 

The main contribution of the approach presented in this paper, 
which makes it interesting from the point of view of practical 
applications, is the possibility to allow a substantial reduction 
of the computational time required for the numerical solution, 
without deterioration of the accuracy, at least as far the perfor
mance parameters are concerned. Indeed, the idea of replacing 
the mixing layer by a contact discontinuity surface does elimi
nate the major causes of the computational burden, while pre
serving the representation of the main physical aspects of the 

' By P. E. Griffin and S. A. Kinnas published in this issue pp. 556-562. 
^ Senior Hydrodynamicist, Naval Surface Warfare Center, Carderock Division, 

9500 MacArthur Blvd., W. Bethesda, MD 20817. 

' By F. Nasuti, R. Niccoli, and M. Onofri published in this same is.sue pp. 563-
569. 

^ Future Programmes and Tech. Coordinator, Directorate of Launchers, Euro
pean Space Agency, 75738 Paris, France. 
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phenomena. Moreover, the large number of analytical and ex
perimental validations presented, show the robustness and ver
satility of the proposed technique. 

The method has been recently applied by the authors of this 
paper in a study performed in the framework of the ES A Future 
European Space Transportation Investigations Programme 
(FESTIP), that concerns the analysis of the flow behavior in 
advanced configurations of modular plug nozzles exhausting 
on a central spike. In particular, the variation of the nozzle 
performance caused by the change of the ratio of the pressure 
at module exit and the ambient pressure was studied. In fact, 
as this ratio changes along the flight trajectory, the slope of the 
boundary between external flow and jet exhausted from a pri
mary module changes as well, generating a different flow struc
ture and consequently different nozzle efficiency. The zone of 
interaction between the propulsive jet and the external flow was 
simulated by a contact discontinuity surface and numerically 
treated by an advanced version of a fitting technique, as pro
posed in the paper. The method was able to provide fast re
sponse and accurate solutions, despite the possible irregular 
profiles of the jet. 

Applications of similar approaches were also successfully 
carried out in the framework of previous ESA studies. As an 
example, during the European Launcher Investigation and Tech
nology Effort (ELITE) Programme, a study was carried out to 
assess the efficiency of a nozzle film coohng concept, using the 
cooling exhaust gas of the turbopump exhaust gases (TEG) 
injected tangentially in the divergent section of the nozzle. Pre
dictions of the mixing layer generated by the main flow and 
TEG injection were carried out by simulating the interaction of 
the two streams by a contact surface. The study intended also 
to evaluate if the nozzle performance would increase, as a sec
ondary effect of the TEG injection. 

Also in this case the results obtained were very satisfactory 
when compared to those obtained by more sophisticated and 
time-consuming methods. 

Turbulent Flow Past an Array of Bluff Bodies 
Aligned Along the Channel Axis' 

Jen-Ming Hsu.^ The authors are the first to investigate the 
periodic turbulent flow in a channel with a detached rib array 
experimentally and numerically. The results obtained in this 
article are very valuable to both heat exchanger and air condi
tioning technologies. The measured mean flow data as well as 
the turbulent fluctuation quantities discussed by the authors can 
be a benchmark for CFD researchers in the above related indus
tries. 

In regard to the discussion of the difference between experi
mental data and computational results, the authors have sug
gested that a low-Reynolds number turbulence model can be 
used to improve the predictions near the rib corners. The low-
Re number turbulence model is normally more accurate than 
the high Re number turbulence model when the large separation 
exists in the flow. The proposed improvement for prediction is 
very positive for further investigation. They also point out the 
crucial role played by a complete set of inlet flow conditions, 
including detailed profiles of mean and turbulent quantities, in 
affecting the computational results; however, experimentalists 
often fail to provide such a set of data. The further suggestion 
is to look into the increase of grid in both streamwise and 
transverse directions and to compare the difference of the fluc

tuation quantities instead of axial mean velocity profile. The 
resolution to the fluctuation quantities requires a higher grid 
density. Also, performing flow visualization to compare with 
the computed flow patterns shown in Fig. 14(a) will be a useful 
aid in understanding the flow characteristics past the rib array. 
The three-dimensional effect will also be more clearly revealed 
from flow visualization experiment. Future works on the spec
trum of flow unsteadiness and heat transfer measurements are 
encouraged. 

Three-Dimensional Laminar Flow in a Rotat
ing Multiple-Pass Square Channel With 
Sharp 180-Deg Turns' 

Jen-Ming Hsu.^ Taiwan Power Company (TPC) is the sole 
electric power company and one of the largest turbine users in 
Taiwan ROC. For keeping the whole system's operation in 
high performance, TPC spent some 60 million U.S. dollars in 
research and development activities annually in a few years. 
The paper presented by Prof. Hwang and his colleague is part 
of the results of the project sponsored by TPC, which dealt with 
the rotating return flow cooling system. The return flow cooling 
system investigated in this paper is based on the first stage rotor 
blades of turboengines, such as, Simens V84.2, etc., which is 
used as the first buckets to cope with a noticeable rise in firing 
temperature. 

To assure the reliability as well as the thermal efficiency of 
the turboengines, cooling of the turbine blade is one of the 
major research topics that we are currently supporting. This 
paper is a carefully planned study of flow and pressure losses 
in a rotating return flow passage. The significant contribution 
of this paper is to provide a good understanding of the wall 
frictions in the radially rotating channel. In addition, the infor
mation of the pressure losses within the rotating sharp turns is 
also very important to the design of the cooling flow system. 
As we know, it is still difficult at present to acquire experimental 
friction-loss data in a rotating return flow passage, and no exper
imental data of this kind are available yet. This paper has pro
posed an innovative way for solving the problem by making a 
modification on a reasonable geometrical domain. This simple 
model provides a straightforward approach to help understand 
the rotation effect on pressure drop characteristics in return flow 
passages. 

I am impressed with their contribution and encourage them 
to include higher Reynolds number in their future works, which 
would be more representative of the actual turbomachinery op
erating conditions. 

Ali H. Hadid.' The paper entitled "Three-Dimensional 
Laminar Flow in a Rotating Multi-Pass Square Channel With 
Sharp 180-Deg Turns," authored by Jenn-Jiang Hwang and 
Dong-Yuo Lai highUghts notable aspects of laminar flow in a 
rotating duct with 180 deg turns. The emphasis of the paper on 
laminar flow somehow restricts its relevance to industry. The 
authors, however, nicely combine numerical and experimental 
techniques to describe the strong effects of rotation induced 
Coriolis forces on the secondary flow and flow stability at low 
Reynolds numbers. As such, the results of the paper are useful 
to further our understanding of the basic physics of rotating 
flows which can be a useful tool to study the impact of second-

' By T. M. Liou and S. H. Chen published in tliis issue pp. 520-530. 
^ Manager, Energy Research Lab., Power Research Institute, Taiwan Power 

Company, 84 Ta-An Rd., Shu-Lin, Taipei, Taiwan. 

' By Jenn-Jiang Hwang and Dong-Yuo Hai published in this issue pp. 488-
495. 

^ Manager, Energy Research Lab., Power Research Institute, Taiwan Power 
Company, 84 Ta-An Road, Shu-Lin, Taipei, Taiwan. 

' Senior Engineering SpeciaUst, The Boeing Company, Rocketdyne Propulsion 
and Power, Canoga Park, CA 91309. 
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ary flows under rotation in multistage turbomachinery applica
tions. However, for industrial applications in general and pro
pulsion and power in particular emphasis should be placed on 
turbulent and transitional flows which are common occurrences. 
For example, transition flows in ducts of jet engines and turbu
lent flows in rotating cooling passages of gas turbine blades are 
important. 

Supersonic Jet Noise Reductions Predicted 
With Increased Jet Spreading Rate' 

Patrick M. Hurdle.^ During the 1960s through the mid 1970s 
considerable research was conducted to reduce noise from sub
sonic jets. Many of the concepts developed during this time 
were implemented by the Civil Aviation Industry and resulted 
in a reduction of the noise from commercial jet aircraft. This 
was one of the elements responsible for the significant growth of 
commercial aviation. In the early 1970s, with U. S. Government 
support, efforts were started to develop a supersonic transport 
aircraft. These efforts were terminated partly due to the problem 
of noise and sonic boom. Within the last few years there has 
been renewed interest in developing a Supersonic Civil Trans
port in order to further advance commercial aviation. To make 
this a reality, problems due to noise and sonic boom will have 
to be mitigated. As in the case of subsonic jets, this will be 
accomplished by using concepts that are presently being devel
oped from ongoing research, such as the work described in this 
paper. This paper derives a simplified model, as compared to 
numerical calculations based on the full Navier-Stokes equation, 
to predict changes in the far field directivity peak level based 

' By M. D. Dahl and P. J, Morris published in this issue pp. 471 -476. 
^ Boeing Technical Fellow, The Boeing Company, Rocketdyne Propulsion and 

Power, 6633 Canoga Avenue, MS 1831, P.O. Box 7922, Canoga Park, CA 91309-
7922. 

on the mixing layer spreading rate. This model should greatly 
assist in the prediction and interpretation of future experiments 
conducted to measure the effects of enhanced mixing on noise 
reduction from supersonic jets. 

Thonse R. S (Srini) Bliat.' Noise of all aircrafts is a big 
concern due to environmental reasons. This is especially true 
for the supersonic jets exhausting from the propulsion systems 
of high speed civil transport airplanes. As a result, the efforts 
at reducing noise, supersonic jet noise in this case, becomes 
very important. This paper discusses one such effort on reducing 
supersonic jet noise by increasing the jet spreading rate. 

This paper predicts the reduction in supersonic jet noise with 
enhanced mixing (at fixed jet operating conditions) for single, 
supersonic, axisymmetric jets. The mixing noise is assumed to 
be dominated by the large-scale structures in the shear layer 
and these structures are modeled as linear superposition of insta
bility waves. The noise radiated to far field is determined based 
on the axial growth and decay of the instability wave. This 
approach has been well established. The attractive feature of 
this approach is that it is relatively simple to implement and is 
not computationally intensive. 

The contribution of this study is in the application of the 
instability wave model to investigate the effects of increased 
jet spreading rate on jet noise. The results presented are very 
encouraging and show a potential of achieving substantial noise 
reductions through enhanced mixing at fixed jet operating con
ditions. However, the model has certain limitations. First of all, 
it has been assumed that the initial amplitude of the wave does 
not change with spreading rate of the jet. This assumption may 
not be valid and needs further investigation. Second, this study 
does not consider the effects of increased jet spreading rate on 
the performance of the engines. One of the main constraints in 
applying noise reduction concepts to industrial problems is the 
impact on performance. So, further work is needed to investi
gate if there is any performance loss due to enhanced mixing 
before this concept can be applied on aircraft engines. 

^ Boeing Commercial Airplane Group, Noise Engineering Technology, P.O. 
Box 3707, MS 67-ML, Seattle, WA 98124-2207. 
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Perspective: Flow at High 
Reynolds Number and Over 
Rough Surfaces—Achilles Heel 
of CFD 
The law of the wall and related correlations underpin much of current computational 
fluid dynamics (CFD) software, either directly through use of so-called wall functions 
or indirectly in near-wall turbulence models. The correlations for near-wall flow 
become crucial in solution of two problems of great practical importance, namely, 
in prediction of flow at high Reynolds numbers and in modeling the effects of surface 
roughness. Although the two problems may appear vastly different from a physical 
point of view, they share common numerical features. Some results from the 'super-
pipe' experiment at Princeton University are analyzed along with those of previous 
experiments on the boundary layer on an axisymmetric body to identify features of 
near-wall flow at high Reynolds numbers that are useful in modeling. The study is 
complemented by a review of some computations in simple and complex flows to 
reveal the strengths and weaknesses of turbulence models used in modern CFD 
methods. Similarly, principal results of classical experiments on the effects of sand-
grain roughness are reviewed, along with various models proposed to account for 
these effects in numerical solutions. Models that claim to resolve the near-wall flow 
are applied to the flow in rough-wall pipes and channels to illustrate their power 
and limitations. The need for further laboratory and numerical experiments is clarified 
as a result of this study. 

Introduction 
Methods of computational fluid dynamics (CFD) place no a 

priori limit on the Reynolds number at which they may be 
applied. At least this is the impression that is conveyed by the 
proponents of CFD. The limitations are quite easily revealed, 
however. These limitations arise from those of the numerical 
algorithm and those inherent in the physical model. While this 
paper is focused on the latter, namely, the component that ad
dresses the physics of the flow at high Reynolds numbers, it is 
difficult to entirely divorce the numerical factors. Table 1, 
adapted from Dolphin (1997) and Coder and Flechner (1991), 
shows that the Reynolds number in ship hydrodynamics applica
tions covers a range wider than that found in most other 
branches of fluids engineering. In principle, CFD models should 
be applicable to this entire range, eliminating or diminishing 
the need for model tests at low Reynolds numbers and extrapola
tions to full scale. Similar comments apply to other applications. 
Yet, there are very few attempts made to apply and evaluate 
CFD at the upper end of this Reynolds number range. 

The connection between Reynolds number and surface 
roughness is made quite early in one's education in fluid me
chanics through the Moody diagram for friction factor in smooth 
and rough pipes. In fact, to many practicing engineers, this 
would have the authority of gospel, with much of the back
ground forgotten. It is sobering to ponder the meager theoretical 
and empirical basis for this generally accepted truth, one on 
which is built a large part of fluids engineering practice. 

Flow over a rough surface occurs in diverse situations, includ
ing atmospheric wind over terrain of varying roughness and 
water flow over a river bed in the natural environment, and 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
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flow past man-made surfaces, such as those of airplanes, ships, 
turbomachinery, heat exchangers, and piping systems, to name 
only a few. Surface roughness affects, in addition to the flow 
itself, the transport of heat and mass in the atmosphere, and 
transport of sediment in rivers. In other appUcations, it affects 
resistance (or drag) and heat transfer. In all cases, the principal 
effect of roughness is a change in the velocity and turbulence 
distributions near the surface. As the type and relative size of 
roughness varies widely from one application to another, it 
might be expected that the problem of determining the effect 
of roughness in these diverse fields of fluids engineering would 
be treated in different ways. While a cursory review of the 
literature in each of these fields might suggest just such a situa
tion, in reality, all of these fields rely on an empirical framework 
and a rather narrow database, both of which were established 
from observations in what are now regarded as classical experi
ments in pipes and boundary layers. Subsequent experiments 
and correlations have sought to relate different types of 
roughness in different fields to the results of these classical 
experiments. Thus, for example, there is considerable work 
which attempts to relate the regular roughness geometry used 
for heat-transfer enhancement, and similarly, corrosion and 
fouling roughness encountered in ships, to sand-grain roughness 
employed in the classical experiments. Similar efforts have been 
made with respect to terrain roughness in the atmospheric 
boundary layer, and bedform and gravel roughness in hydrau
lics. Application of CFD to flow over rough walls is limited by 
a database that pertains to steady two-dimensional or axisymme
tric flow in which there exists substantial balance between turbu
lence production and dissipation. 

A Bit of Religion—Textboolt Results 

Fluids engineering textbooks show that the Moody diagram, 
reproduced here in Fig. 1, is principally based on the experi
ments of Colebrook and White (1937) in pipes roughened with 
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Table 1 Reynolds numbers of ships, adapted from Dolphin (1997) and Coder and Flechner (1991) 

Ship type Ship name 
Length 

ft 
Velocity 

knots 
Reynolds number 

Re X 10' 

Aircraft Carrier 
Battleship 
Passenger Liner 
Crude Oil tanker 
Frigate 
Submarine 
Heavy Lift Transport 
Attack Submarine 
Ferry 
Mine Warfare 
Tug 
12-m Yacht 

Niraitz 
Iowa 
United States 
Mobil Magnolia 
O.H. Perry 
Ohio 
Mighty Servant 3 
Los Angeles 
John F Kennedy 
Avenger 
Valerie F. 
Stars & Stripes 

1,040 
887 
990 

1,063 
445 
560 
591 
360 
285 
224 
138 
47 

30 
35 
28 
15 
29 
20 
14 
20 
15 
14 
15 
15 

= 8(«,/V) 

4,117 
4,097 
3,658 
2,104 
1,703 
1,478 
1,092 

950 
564 
414 
273 

93 

^ Re = Vdiv sand grains, and the existence of the law of the wall, which is 
formally written 

u^ = Fiy\k:) (1) 

where 

U* = ulUr, y'^ = Urylv, kt = UrKlv, Ur = 4TJP (2 ) 

u is the velocity at a distance y from the wall, k^ is the equivalent 
sand grain roughness height, v is the kinematic viscosity of the 
fluid, and Ur is the friction velocity defined by the wall shear 
stress Ty, and the fluid density p. The function F in Eq. (1) 
includes the sublayer, the buffer layer, and the logarithmic layer 
in which, for a ' 'hydrodynamically smooth'' surface. 

M+ = - l n y + + B 
K 

(3) 

where K = 0.418 and B = 5.45 are constants. Values of k'^ 
below which the surface is hydrodynamically smooth, and be
yond which lies the transitional regime, vary from 2.25 to 5 
(Bradshaw, 1998). The smooth-wall constants quoted here are 
those recommended by the author (Patel, 1965) on the basis of 
Preston tube calibrations although other pairs of values are 
equally well accepted. However, in one recent book on turbu
lence modeling the Karman constant K takes values ranging 
from 0.4 to 0.435, depending on the turbulence model being 
described, without any discussion, or consideration for B. In
deed, it has been suggested by some that an international con
vention may be needed to secure agreement on a fixed pair. 

If Eq. (1) is assumed to approximate the velocity distribution 
throughout the pipe, ignoring departures from it in the sublayer 
and the buffer layer near the wall, and in the core of the pipe, 
its integration leads to 

4= = 2.0 log (ReV/) - 0.8 
V/ 

(4) 

where / and Re are, respectively, the friction factor and Reyn
olds number, defined by 

0.08 
0.07 
0.06 
0.05 

\ 

• ' 

:::&sC- ^ _ _ 

^ ^ ^ ^ = = = r - ^ 

i i i i i 1 1 1 

11 i l l 1 1 1 

I I I I I 

m i l •^^»r 

-

. 

0.020 ^ 
0,015 ' 

0,006 
0,004 

0,0001 
0,00005 

10* lO' 10' 
Reynolds number, Re 

10' 

(5) 

d being the pipe diameter and V the average velocity. The 
constants in Eq. (4) were adjusted to secure agreement with 
Nikuradse's data. This is Prandtl's universal law of friction for 
smooth pipes (Schlichting, 1968, equation 20.30). Schlichting 
goes on to say "From its derivation it is clear that it may be 
extrapolated to arbitrarily large Reynolds numbers, and it may 
be stated that measurements with higher Reynolds numbers are, 
therefore, not required.'' 

The long-accepted universality of Eqs. (3) and (4) has been 
challenged by Barenblatt et al. (1997), who employ similarity 
arguments and asymptotic methods to obtain, in place of the 
logarithmic law, Eq. (3), a power law 

„+ = Cy"-" = 1 , X, 5 -7= In Re -H -
\/3 2, 

y (6) 

in which the dependence of the "constants" on the Reynolds 
number was again determined by recourse to Nikuradse's data. 
Integration of Eq. (6) across the pipe then leads to the corre
sponding friction formula 

e"\^ + 5a) 3 / 
2 ( l + a ) 

2' 'Q:(1 + a){2 + a) 2 In Re 
(7) 

Fig. 1 Friction factor in pipe fiow, iMoody diagram 

which the authors claim agreed with Nikuradse's friction data 
without further adjustment of constants. According to Baren
blatt et al. (1997), the logarithmic law results from assumptions 
of complete similarity while the power law is the result of 
assuming incomplete similarity, which admits Reynolds number 
dependence of the constants in the logarithmic law. 

It is not the intent here to explore the differences between 
the two results, for they are still subject of considerable dis
agreement among researchers (see, for example, Zagarola, Perry 
and Smits, 1997; Barenblatt and Chorin, 1998; and Smits and 
Zagarola, 1998). They are presented here only to illustrate the 
critical role the classical experimental data of Nikuradse con
tinue to play in determining the effects of Reynolds number. It 
is important here to point out that the highest Reynolds number 
in these experiments was 3.4 X lO*", whereas extrapolations of 
friction formulas to much higher values are of interest, particu
larly in ship hydrodynamics (see Table 1). 

The literature on roughness follows similar lines. It is not 
surprising that the continuing discussion about the logarithmic 
versus power laws also involves the possible role of surface 
roughness with increasing Reynolds numbers. The data of Ni
kuradse (1932) with uniform sand-grain roughness, Colebrook 
and White (1937) (see also Moody, 1944) with nonuniform 
sand, Schlichting (1936) with distributed regular roughness ele
ments, Moore (1951) with regularly spaced transverse ribs, and 
Hama (1954) with wire-mesh roughness are most often used 
to show that the effect of roughness is observed in the logarith
mic law: 
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= - In y+ + S 
K 

AB (8) 

where AS, the so-called roughness characterization function, 
depends not only on the size but also the type of roughness 
(see Fig. 2 adapted from Ciauser, 1956). For uniform sand 
grain roughness. White (1991) suggests a curve-fit 

A 5 = i l n ( l + 03kt) 
K 

(9) 

Integration of Eq. (8) with correlations such as (9) leads to the 
friction formula for pipes with rough walls (see White, 1991) 

^ = 2.0 log ReV7 

0.1^Re^/7j 
0.8 (10) 

However, the Moody diagram is based on the correlatiop for
mula of Colebrook: 

1 „ „ , [kjd ^ 2.51 
-r= = -2 .0 log + i = 
if ^ \ 3.7 ReV7 

(11) 

For large roughness, in the fully-rough regime {k^ > 60), 
substitution of Eq. (9) in (8) gives 

1 V 
= - In -^ 4- 8.5 

K L 
(12) 

independent of viscosity, and therefore Reynolds number. The 
constant in this formula corresponds to Nikuradse's values of 
K = 0.4 and B = 5.5. 

Fluids textbooks also describe extensions of these results to 
predict the drag of smooth and rough flat plates, although in 
this case the logarithmic law of the wall has to be supplemented 
by corrections for the outer, velocity-defect layer. The above 
summary of classical textbook material is presented to remind 
us of the basis on which modern CFD relies for predictions at 
high Reynolds numbers and on rough walls, not only for simple 
canonical flows, such as pipes, channels and flat-plate boundary 
layers, but also very complex and practical flows. 

Flow at High Reynolds Numbers 

Pipe Flow. Nikuradse's data extended to Re = 3.4 X lO*" 
for smooth pipes, and only to lO*" for rough pipes, but the 
derivation of the friction formulas in the form of Eqs. (4) , 
(10), and (11) has led to their extrapolations to far greater 

20 

AB 

1 1 
Colebrook-White 

O 48% smooth, 47% fine grains. 5% large grains 
o 95% uniform sand, 5% large grains 
• 97.5% uniform sand, 2.5% large grains 
A 95% smooth, 5% large grains 
A Uniform sand 

• Prandtl-Schlichting 
sand-grain roughness 

• Moore nSW^WJr, • ' Rand 
• Hama ft^-«—n . D Sarpkaya 

10" 10' 10̂  
k ; 

10' 10' 

Fig. 2 Roughness characterization function, adapted from Ciauser 
(1956) 
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' 

40 

30 

20 

10 
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+ 

y 
Fig. 3 Veiocity profiles in Princeton super-pipe experiment, Zagaroia 
(1996) 

values, as is evident from most plots of Moody diagrams and 
flat-plate resistance in textbooks. As already noted, the validity 
of the logarithmic law, which underpins the friction formulas, 
has been questioned in recent years and data from the recent 
'super-pipe' experiments performed at Princeton University 
(Zagaroia, 1996; Zagaroia and Smits, 1997) have been used by 
both sides to support their claims. 

The Princeton data are plotted in traditional format in Fig. 3. 
They indicate that there is no a priori reason to discard the 
logarithmic law, especially if it is viewed as no more than an 
experimental correlation of near-wall velocity profiles. Smits 
and Zagaroia (1998) recommend K = 0.436 ± 0.002 and B = 
6.15 ± 0.12 to provide a better fit to the data at Re > 10* 
(some of which lie below the dashed Une in Fig. 3). The data 
are plotted in a different format in Fig. 4 to better reveal the 
logarithmic region. Now it is seen that the logarithmic region 
grows with increasing Reynolds number with respect to the 
upper limit of y*. Any change in the lower limit cannot be 
established, however, as accurate measurements very close to 
the wall are difficult. From Figure 4, a case can be made to 
increase K at high Re, as recommended by Smits and Zagaroia, 
and even to make it a function of Re, as suggested by Barenblatt 
et al. (1997). Regardless of the position one takes on this issue, 
the increasing range of validity of the logarithmic law with 
increasing Reynolds number in terms of wall coordinates is 
good news for CFD methods that use wall functions. On the 
other hand, not having a consensus on the constants in a widely 
employed correlation, the logarithmic law, has unknown effects 
on the results of CFD calculations. 

It is natural to first inquire whether modem CFD is able to 
reproduce this information before looking at more complex 
flows. Fully developed flow in a pipe is a very simple calculation 
for any modern CFD method because it requires no inputs other 
than the Reynolds number. Invariance in the axial direction can 
be exploited and grid refinement of any order can be used to 
ensure solutions that are insensitive to grid density. For turbu
lence models that do not explicitly use the logarithmic law, i.e., 
wall functions, these calculations provide a very direct test of 
the models. 

Constantinescu and Patel (1998) performed calculations for 
flow in a smooth pipe over the Reynolds number range of the 
Princeton experiments with a numerical method developed for 
very complex three-dimensional flows. These calculations were 
made with two state-of-the-art, two-equation, near-wall turbu
lence models, namely, a two-layer k-e model (Chen and Patel, 
1988) and two versions of the k-ui model (Wilcox, 1991). 
These models solve the equations up to the wall, imposing the 
no-slip condition, and therefore are not directly coupled to the 
logarithmic law. They are also representative of the most com
monly used models in CFD methods designed for complex flow. 

Table 2 compares the friction factors predicted with two tur
bulence models with values obtained from the Moody diagram 
[Eq. (11) with ks = 0] and measured in the Princeton experi-
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Fig. 4 Princeton super-pipe data plotted to reveal the logarithmic region 

ments. The fact that the measured values fall increasingly above 
those of the Moody diagram with increasing Reynolds number, 
by as much as 5 percent at the highest value, might suggest a 
roughness effect. On the other hand, it is found that the agree
ment between the experiments and CFD solutions improves 
with increasing Reynolds number, the difference at the highest 
Reynolds number being around 1 percent. 

To explore this further, it is necessary to examine the velocity 
profiles, which are plotted in Fig. 5. The data show a region of 
agreement with the logarithmic law at all Reynolds numbers, 
with no hint of a roughness effect (which would have resulted 
in a downward shift of the data). Also evident is the increasing 
range of y^ in which the logarithmic law applies. The two 
CFD calculations differ from each other and from the data in 
important respects. The k-e model shows better agreement with 
the data and faithfully reproduces the increasing logarithmic 
region, while the k-u) model agrees with the data only at the 
higher Reynolds numbers, which is somewhat surprising be
cause it is the "low Reynolds number" version of the model 
that was used here. The difference between the two models at 
low Reynolds numbers, and particularly in the buffer layer, 
may have significant consequences in some applications. Even 
though the data in this region may be subject to probe interfer
ence errors, they tend to favor the k-e model calculations. Fi
nally, it is significant that neither model predicts the observed 
wake component of the velocity profile. In fact, the models 
show no wake component at the lower Reynolds numbers, and 
underpredict its magnitude at the higher Reynolds numbers. 

An anonymous reviewer of this paper was inspired to make 
calculations using the near-wall k-t turbulence model of Jones 
and Launder (1977). Friction factors in excellent agreement 
with the Moody values were obtained over the entire range of 
Reynolds numbers, and the calculated profiles showed a wake 
component at low as well as high Reynolds numbers. These 
results are clearly at variance with those of Table 2, Disagree
ments of this type and magnitude are not uncommon in modern 
CFD, but the fact that they occur in such a simple flow under
mines confidence in CFD. Such disagreements will continue to 
provide ammunition to skeptics of CFD until their sources are 

Table 2 Friction factor in a smootli pipe 

Re 

31,577 
98,811 

1,023,800 
4,420,300 

29,927,000 

100/ 
Moody, 
Eq. (4) 

2.321 
1.803 
1.160 
0.915 
0.695 

100/ 
experiments 

2.324 
1.802 
1.182 
0.948 
0.731 

100/ 
k-e model 

2.654 
1.938 
1.180 
0.936 
0.736 

100/ 
Low Re k-uj 

mode 

2.691 
1.975 
1.185 
0.950 
0.741 

Fig. 5 Velocity profiles in pipe flow over a range of Reynolds numbers 
Symbols: experiment; solid line; two-layer k-e model; broken line; low-
Re k-io model 

revealed and corrected by careful scrutiny of the numerical and 
physical contents of the calculations. 

Flat-Plate Boundary Layer. Friction formulas for flat 
plates have been of great interest in ship hydrodynamics for 
their importance in the prediction of frictional resistance of 
ships by extrapolation of model results to full scale. Dolphin 
(1997) recently calculated the total resistance (integrated fric
tion) coefficient of a smooth plate as a function of Reynolds 
number based on plate velocity and length. The calculations 
were performed with a well-established CFD code, which uses 
the eddy-viscosity model of Baldwin and Lomax (1978). Due 
care was given to grid spacing and convergence. Figure 6 com
pares these CFD results with the Prandtl-Schlichting formula, 
which Schlichting (1968) claims is valid in the whole range of 
Reynolds numbers up to Re = 10^, and the generally accepted 
correlation line of the International Towing Tank Conference 
(ITTC). The rather small difference between the ITTC line and 
the Prandtl-Schlichting formula for Re > 10'' is not surprising 
as both are based on the same physics. The larger differences 
at the lower Reynolds numbers arise from an empirical adjust
ment of the ITTC line to secure better correlation between 
model and full-scale ship resistance data. Be that as it may, 
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there is a very significant difference between these two formulas 
and results of modern CFD over the entire range of Reynolds 
numbers. At the highest Reynolds number of 10', the CFD 
calculation gives a value more than 10 percent higher than that 
of the classical resistance formula and the ITTC line. 

Figure 7 shows the calculated velocity profiles in wall coordi
nates. As in pipe flow, the logarithmic portion, which is well 
reproduced, occupies an increasing range of y* as the Reynolds 
number increases. The differences in the friction coefficient are 
all the more surprising because the CFD model embodies the 
same well known and generally accepted correlation on which 
the earUer formulas are based. There are a number of factors 
which could contribute to the observed differences, including 
transition location, and leading and trailing-edge effects, at the 
lower Reynolds numbers, and constants in the logarithmic law 
and correlations for the outer (velocity-defect layer) over the 
entire range. Nevertheless, the differences at the higher Reyn
olds numbers are particularly worrisome if CFD is to bridge 
the gap between experiments and full scale. 

Boundary Layer on a Body of Revolution. The next ex
ample is that of the boundary layer on a body of revolution. Ju 
and Patel (1991) describe calculations of the flow on a subma
rine-like body for which data were obtained by Coder (1982, 
1988) from experiments in the Twelve Foot Pressurized (TFP) 
wind tunnel at the NASA Ames Research Center and the Na
tional Transonic Facility (NTF) at the NASA Langley Research 
Center. Measurements were limited to surface pressures and 
velocity magnitudes (Q) in the boundary layer. The estimated 
uncertainty in the velocity measurements ranged from 3.1 to 
0.6 percent from the lowest (1.2 X 10') to the highest (1.046 
X lO'*) Reynolds number, based on tunnel velocity, {/„, and 
body length, L (about 6 m). The calculations were made with 
the k-e model, but with wall functions, applying equation (3) 
at the two inner-most grid points close to the wall (see Patel, 
Chen and Ju, 1988, for details of this two-point wall-functions 
approach). 

The data are plotted in Fig. 8 using the friction velocity 
quoted by Coder for the measurements and the calculated fric
tion velocity for the numerical solutions. Equation (3) is also 
shown. It is clear that, (a) the numerical solutions are consistent 
with the logarithmic law used to provide the boundary condi
tions; (b) there is excellent agreement between the calculations 
and data at the higher Reynolds numbers; (c) at the lower 
Reynolds numbers, either the measured velocities are too low 
or the friction velocities of Coder are too high; and (d) most 
importantly for the present purposes, the logarithmic law is 
valid for increasing values of y "̂  as the Reynolds number in
creases. With regard to the last point, we note that in the numeri
cal solutions at the highest Reynolds number, the innermost 
grid point was located at y^ around 1400. 

10" 10' 10' 10^ 10 ' 10' 10° 

y" 

Fig. 7 Calculated velocity profiles in flat-plate boundary layer, Doiphin 
(1997) 

1 

-
_ 
_ 
- eq.(3) 

— 1 

1 

R e = 1 0 ' 

1 

1 1 

10' . 

10* / : . ; . > ' • 

//'"" 

1 1 

' 10' 

10' /.••-• -

•'.••*'' 
_ 
_ 

-

1 

- • NTF cxpcritncnt 
. 0 TFPcxpcrimctil 

; 
• 

".'-'* 
1 1 

^ i " * ^ 

Rc-I.2xl0' 

CFD 
i;q.(3) 

1 1 
2,lxI0' 

1 ; 
4.4x10' 

• 

" 
',.--̂ '̂  

\ 

.-'̂ '̂  
1 

i--" 

ji'' 

; ; 

j / - ' ' ' 

' 
J^ 

Ij)2xl0' 

\ 3^08x10" 

1 
1.046x10" 

• ' * • ' 

-
l O ' l O ' l O * l O ' l O ' l O ' l O ' 1 0 ' ' l O ' l O ' l O ' 

y* y* 

Fig. 8 Velocity measurements on a body of revolution, Ju and Patel 
(1991) 

The data of Coder did not extend to the region near the body 
stern where pressure gradient and transverse surface curvature 
effects become dominant. The comparisons between CFD pre
dictions and experiment were confined to the boundary layer 
on the parallel middle body where both these effects are negligi
ble, and the flow is quite similar to that on a flat plate. The 
difference between these calculations and those of Dolphin dis
cussed above lies in the turbulence model and the treatment of 
the wall boundary conditions. 

Ship Boundary Layer and Wake. The design of a ship 
propeller requires knowledge of the velocity field at the trans
verse section where the propeller is to be installed. This is an 
example of a complex three-dimensional flow developing rap
idly from a thin boundary layer toward an unconstrained wake 
under the influence of strong longitudinal and transverse pres
sure gradients. Information on the "nominal wake" (in the 
absence of the propeller) at full-scale is usually obtained by 
measurements on models and extrapolations (or scahng) to the 
prototype. Reviews by Tanaka et al. (1984) and Tanaka (1988) 
indicate that methods to predict scale effects in this manner are 
based on well known correlations for two- and three-dimen
sional turbulent boundary-layers or those of two-dimensional 
and axisymmetric wakes, or combinations of these flows. 

To test the potential of modem CFD to address the scaling 
problem, Ju and Patel (1991) applied the numerical method of 
Patel, Chen and Ju (1988) to calculate the flow over the stern 
of a laboratory research ship hull known as the HSVA Tanker 
over a range of Reynolds numbers up to 5 X 10'. These calcula
tions employed the k-e model with two-point wall-functions, 
with corrections for pressure gradients and flow three-dimen
sionality, and were possible only by exploiting the observation 
that the law of the wall applies to larger values of y * as the 
Reynolds number increases. Although this ship was never built, 
quite extensive data were gathered from model tests and used 
to evaluate CFD models at international workshops (Larsson, 
Patel and Dyne, 1991; Kodama, 1994). To evaluate the scaling 
methods, Ju and Patel regarded the velocity field calculated at 
the lowest Reynolds number as the model-scale information, 
applied two representative scaling methods to estimate the ve
locity field at the highest Reynolds number, assumed to repre
sent the full-scale ship, and compared them with the CFD calcu
lation at that Reynolds number. Only typical results of this 
exercise are presented here. 

Figure 9 shows contours of axial velocity {UIU„) in the 
propeller plane at two Reynolds numbers, namely, Re = 5 X 
10* representing model scale, and Re = 5 X 10' representing 
full scale, Uo being the ship velocity, and L the ship length. 
The shrinkage in the region of viscous flow is evident but the 
reduction is not as large as might be expected simply on the 
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Fig. 9 Reynolds-number scaling of velocity distribution in the propeller 
plane of a ship hull, (a) Contours of axial velocity; (b) velocity profiles 
along lines 4 , B, and C, Ju and Patel (1991) 

basis of boundary layer theory. In fact, this is a central difficulty 
of the problem and one that only CFD might answer. Figure 
9(a) also shows the local hull section, and three horizontal 
lines along which the velocity profiles are compared in Fig. 
9{b). The profiles at the two Reynolds numbers (indicated by 
lines) were calculated by CFD. Comparing the profile for Re 
= 5 X 10'̂  with those predicted by the two scaling relations 
(symbols) indicates that neither relation gives good agreement 
with CFD. A particularly noteworthy feature is that both rela
tions grossly overestimate the velocities in the wake cen-
terplane. Although these comparisons are made in locations 
and conditions that are most favorable to the scaling relations 
employed, the results clearly illustrate the limitations of simple 
formulas based only on boundary-layer and wake concepts. 

Law of the Wall in Complex Flows. The high Reynolds 
number calculations for pipe flow and flat-plate boundary layers 
provided a test of the turbulence models insofar as they could 
reproduce the law of the wall. The calculations of the flow on 
the ship hull at large Reynolds numbers, on the other hand, 
were made possible only by directly employing the law of the 
wall with corrections for pressure gradients and three dimen
sionality. A number of previous studies have challenged the 
validity of the law of the wall in complex flows, while others 
have sought to establish its limits. Since many CFD models 
rely on this law, either directly or indirectly, it is useful to 
present an example that clarifies the limitations in a relatively 
straightforward manner. 

Consider the flow in a long, straight, two-dimensional chan
nel followed by a section with a wavy wall on one side, as 
sketched in Fig. 10. There exist comprehensive experimental 
data on flow in such channels over a range of wave amplitude 
and Reynolds number. It is found that changes in these parame
ters lead to different flow regimes, including that with separated 
flow in the wave troughs. Here it suffices to discuss calculations 
made by Patel, Chon and Yoon (1991) corresponding to the 
experiments of Kuzan (1986) with lal\ = 0.20, Re = 8,160, 
where \ and a are the wavelength and amplitude, respectively, 
and Re is the channel Reynolds number based on the mean 
velocity, U„, and channel height, H. Experiments as well as 
calculations indicate that the flow becomes spatially periodic 
rather quickly, establishing almost fully-periodic conditions by 
the second or third wave. The numerical method was similar 
to that employed for the other calculations described above. 
The two-layer k-e turbulence model of Chen and Patel (1988) 
was employed with the first grid point at y* = 0.01. 

Spatial periodicity implies that it is necessary to calculate 
the flow over only one wave by prescribing periodic boundary 
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Fig. 10 Pressure and friction coefficients, and streamlines, in a channel 
with a wavy wall, Symbols: measured friction coefficient; lines: calcula
tions, Patel et al. (1991) 

conditions, upstream and downstream, with the Reynolds num
ber (or the mean pressure gradient, or discharge) and wave 
geometry as the only inputs. In this respect this is an excellent 
test of CFD models designed for flows with significant pressure 
gradients and surface curvatures. Although the calculations did 
not employ the spatial periodicity, the results presented here 
are in that region. 

The distributions of pressure and friction coefficients, defined 
in the conventional way using the mean velocity in the channel, 
over one wave are shown in Fig. 10, along with the wave 
profile, the calculated streamlines, and the separation (S) and 
reattachment (R) points. Figure 11 shows linear and logarithmic 
plots of the velocity profiles at five stations one-fifth of a wave
length apart, beginning with the wave crest labeled (̂  = 0. 
Although the measurements extended to the opposite flat wall 
the logarithmic plots are shown only on the wavy-wall side up 
to the velocity maximum, with the friction velocity based on the 
magnitude of the local wall shear stress, because it is negative 
in separated flow. The logarithmic plots of the calculated and 
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measured velocity profiles were made using the calculated and 
measured local friction velocities, respectively. This format pro
vides the most direct comparison between predictions and mea
surements with respect to the near-wall velocity distribution. It 
is clear that the standard logarithmic law, Eq. (3) , is simply 
not applicable even where the flow is attached. The calculations, 
which do not rely explicitly on the logarithmic law, mimic the 
breakdown of the logarithmic law indicated by the data but 
there remain significant differences between the calculations 
and the data. It is interesting to note that much of the disagree
ment in the near wall region, and in the friction distributions, 
cannot be discerned from linear plots of the velocity profiles, 
which is frequently all that is presented when CFD results are 
compared with experiment. 

Lessons. A common element of all of the high Reynolds 
number calculations discussed above is that they all required 
very fine grids to obtain converged, steady-state solutions. For 
the simpler pipe and flat-plate boundary layer flows this did not 
present a big computational challenge, and solutions could be 
obtained with very fine grids and with turbulence models de
signed to resolve the near-wall flow including the sublayer. In 
fact, even the axisymmetric body calculations could have been 
made in this way although the results presented here were ob
tained with wall functions. The ship calculations, on the other 
hand, were certainly not possible at the time they were made 
without using wall functions and, in particular, exploiting the 
observed increased region of validity of the logarithmic law in 
terms of y^. In fact, calculations with near-wall turbulence 
models at such high Reynolds numbers for this, and similar 
complex three-dimensional flows, have yet to be demonstrated. 
While this aspect of the problem of CFD at high Reynolds 
numbers may be viewed by some as largely a numerical one, to 
be overcome with a sufficiently fine grid and robust algorithm, 
successful solutions may prove prohibitively expensive, if not 
elusive. 

The second, and perhaps more critical aspect of CFD at high 
Reynolds numbers concerns the physics, which enters through 
the turbulence model and the assumptions, explicit or implicit, 
about the near-wall flow. In this respect the results are not 
particularly encouraging. The recent high Reynolds number 
flow experiments tend to favor continued use of the logarithmic 
law and the friction formulas based on it, vindicating Schlicht-
ing, but the disagreement between the flat-plate resistance for
mulas derived from it and CFD calculations essentially using 
the same information through the turbulence model is a cause 
for concern. Some further adjustment of constants may be re
quired to bring the two in agreement over the entire range of 
Reynolds numbers but the basis for making such adjustments 
is not at all clear. The flow in a channel with a wavy wall 
illustrated the breakdown of the law of the waU in the presence 
of strong pressure gradients and flow separation. This calls into 
question the use of wall functions, which is quite prevalent 
for even more complex flows. This example also reveals the 
shortcomings of near-wall turbulence models in current use 
even though they are to be preferred over wall functions. 

The third aspect of the problem concerns calibration and 
validation of CFD codes at high Reynolds numbers. It is rather 
surprising that few investigators, if any, have taken the time to 
revisit the flows upon which rests much of the CFD edifice. 
The flow in a pipe, a flat-plate boundary layer, and a channel 
with wavy walls, are just examples of very simple flows, from 
a CFD perspective, from which much can still be learnt about 
CFD codes. This is also true of surface roughness. 

Flow Over Rough Surfaces 

Models for Flow Over Rough Walls. There are several 
different levels at which models of roughness are made, apart 
from the classical analysis in which equation (8) is integrated 

to derive friction formulas for pipes in the Moody diagram, and 
similar results for channels and flat plates. 

Rotta (1962) proposed a simple modification to the well-
known van Driest (1956) formula for mixing length to account 
for roughness by adding a shift Ay^ to the distance from the 
wall and making it a function of the equivalent sand-grain 
roughness height kt. Cebeci and Chang (1978) used this model 
to perform some of the earliest numerical calculations of bound
ary layers on rough walls. The model of Rotta, along with 
several others, were reviewed by Granville (1985) to relate the 
van Driest damping function, and the distributions of mixing 
length and eddy viscosity, to the roughness function AB of 
equation (8). In a recent paper, Krogstad (1991) has suggested 
yet another version of the mixing-length model for sand grain 
roughness. The various mixing-length models differ in the man
ner in which the effect of roughness is introduced, ranging from 
a shift in the wall distance (effectively specifying a non-zero 
mixing length at the wall) to introduction of roughness-depen
dent damping functions in formulas of the van Driest type. 
Unfortunately, these models cannot be readily generalized to 
apply to flows with separation, and to three-dimensional flows. 

In the wall-functions approach to modeling roughness, equa
tions of continuity and momentum, along with turbulence-
model equations, are solved only in the region y^ > y^ and 
all boundary conditions are specified at y^. usually located in 
the logarithmic region, where equation (8) applies. The bound
ary conditions needed to solve the equations depend on the 
turbulence model. In the k-e model, for example, the wall func
tions most commonly used are 

u-^ = -In (Ey^), £ = exp{K(B - AB)}, 
K 

1 

xy 
(13) 

which admit no direct effect on the turbulence parameters. The 
wall-functions approach relies on the validity of Eq. (8), the 
limitations of which were discussed above in the absence of 
roughness. 

Another way to account for surface roughness, especially 
regular arrays of discrete three-dimensional elements, such as 
cones, spheres, etc., is to introduce a form drag term into the 
momentum equation and take into account the blockage effect 
of the roughness elements on the near-wall flow. Among such 
approaches are those of Christoph and Fletcher (1983), who 
added a sink term to the momentum equation for the form drag 
and employed a variant of the mixing-length model including 
roughness effect, and Taylor et al. (1985), who modified the 
continuity and momentum equations to account for the blockage 
effect of the roughness array, added a form drag term to the 
momentum equations, and employed the standard smooth-wall 
mixing-length formula of van Driest. Aupoix (1988) derived 
similar modifications with formal volume averages, and Glikson 
and Aupoix (1996) have extended it to k-e and k-oj models. An 
advantage of these discrete element models is that they attempt 
to make a direct connection between the roughness geometry 
and roughness effect, and do not rely on a single length scale 
k'^ to characterize the roughness. Such models are not immedi
ately applicable to sand grain or similar random roughness, 
however. 

Yet another level of modeling involves modification of 
smooth-wall turbulence-model equations to treat rough walls. 
Mixing-length and eddy-viscosity models discussed in the pre
vious section also could be included in this category to the 
extent that they are sometimes used in combination with turbu
lence-model equations, as in the k-e model. On a somewhat 
different level, however, are models that explicitly account for 
roughness effects through additional terms in the turbulence-
model equations, or modifications in model constants or func-
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Fig. 12 Roughness function for sand-grain rougliness calculated with 
two turbulence models, Patel et al. (1991) 

tions. A model that falls in this category is the k-uj model of 
Wilcox (1993), in which the same equations are employed 
for smooth and rough surfaces but the effect of roughness is 
accounted for through the boundary conditions at the wall. 

Almost all applications of the familiar k-t model to rough 
walls have employed the wall-functions approach. On the other 
hand, for smooth walls, a great deal of effort has been devoted to 
abandon the wall functions and use the so-called low-Reynolds-
number or near-wall models (see, for example, Patel, Rodi and 
Scheuerer, 1985). None of these consider the possibility of 
including surface roughness. An alternative to near-wall exten
sions of the k-e model is to use the two-layer approach in which 
the near-wall flow is resolved by a one-equation model and the 
flow beyond the wall layer by the standard two-equation model. 
Patel and Yoon (1995) attempted an extension of the model of 
Chen and Patel (1988) to incorporate Rotta's (1962) suggestion 
on roughness effect on the length scale in the wall region. 

In summary, it is found that modeling of the flow near a 
rough surface, and particularly that between the logarithmic 
layer and the effective location of the wall, where the no-slip 
condition applies in some average sense, has not received much 
attention. This is so particularly in the context of applications 
to complex flows with separation and reattachment, where the 
logarithmic law and the associated wall-function approach lose 
their validity. In the selection of a turbulence model for rough 
surfaces, two factors are critical: (a) the model should be capa
ble of describing the three roughness regimes, namely, hydrody-
namically smooth, transitional, and full-rough surfaces, and (b) 
it should be possible to apply the model to describe separated 
flows. In the following sections, some examples are presented 
to assess the current situation. 

Channel and Pipe Flows. Figure 12, reproduced from Pa
tel and Yoon (1995), shows the results of calculations of fully-
developed flow in a straight channel with classical sand-grain 
roughness of uniform size. The roughness size kt was varied 
to capture the range that is usually plotted in the Moody dia
gram. The roughness function AB determined from the calcu
lated velocity profiles is shown along with the correlation of 
Cebeci and Bradshaw (1977) of Nikuradse's data, and Tani's 
(1987) re-evaluation of the same data. It is found that the k-uj 
model gives an almost perfect match with the correlation for 
kt as large as lO'', much larger than the limit of 400 imposed 

by Wilcox. The extended two-layer k-e model, while providing 
the correct trends, underestimates the roughness effect, and the 
discrepancy appears to grow with increasing roughness. Not 
surprisingly, these observations were confirmed by comparison 
of the calculated friction coefficients with analytically derived 
values. Obviously further refinements would be needed in the 
two-layer model to match the performance of the k-txj model. 

Constantinescu and Patel (1998) recently performed similar 
k-uj model calculations for flow in a pipe. From the results 
summarized in Table 3 it is seen that the maximum difference 
between the calculated friction factor and that read from the 
Moody diagram is about 4%, as is the difference in the 
roughness function. 

The calculations with increasing roughness required increas
ingly finer grids. From the calculated velocity profiles shown 
in Fig. 13 it appears that the buffer layer is predicted in addition 
to the shifted logarithmic region even for the largest roughness. 
However, with increasing roughness this modeled buffer layer 
and parts of the logarithmic layer lie well inside the roughness 
height, y* < kt. While the turbulence model requires finer 
grids to resolve the increasing velocity gradient near the wall, 
the model itself loses realism and, at best, the results represent 
some sort of an average of the flow within the roughness ele
ments. Nevertheless, the fact that this model may be employed 
without change for more complex flows, including separation, 
as already demonstrated for smooth walls, is a boon to CFD. 
In other words, it may be more appropriate than the wall func
tions of Eq. (13). 

Asymmetric Channel Flow With Different Types of 
Roughness—Ice-Covered Channels. Ice cover formation on 
a river or a channel is a common wintertime event in the north
ern environment. When a floating cover develops, an open chan
nel becomes closed, with different roughness on the top and 
bottom boundaries. Roughness of the ice surface in contact with 
the water varies over wide limits. The roughness on the channel 
bottom also changes as the ice cover develops. For a given flow 
rate and channel-bed slope, the water depth is increased due to 
the resistance added by the ice cover and this, in turn, affects 
sediment transport rates and bed forms. 

Parthasarathy and Muste (1994) conducted experiments to 
simulate the flow in ice-covered channels. The experiments 
were performed in a hydraulic flume with recirculating water 
and sediment. The sediment was uniform sand with a mean 
diameter of 1.3 mm and the flow conditions were selected such 
that the bed remained flat, without ripples or dunes. The flow 
in the open channel flow was measured as a reference case. 
Floating covers, in the form of plywood sheets with different 
roughness characteristics were then added on the free surface 
to simulate free-floating ice covers. In each case, with the bed 
slope and discharge fixed at the open-channel values, the flow 
depth was adjusted to reestablish uniform flow conditions. The 
added resistance required increased flow depth to pass the same 
discharge. Simulated ice covers with three types of roughness 
were used. In one, the surface of the plywood in contact with 
the water was painted and this served as the smooth cover. In 
the second, a 2-mm thick wire mesh was stapled to the plywood 
surface. In the third, and largest roughness, wooden strips of 
8.9-mm height and 13-mm width were glued to the plywood 
surface at interval 50.2 mm to obtain a regular pattern of trans
verse ribs. A two-component LDV was used to measure the 
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Smooth 
Rough 
Rough 
Rough 
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0.0025 
0.125 
0.250 
0.500 

Table 3 

Calculated 
100/ 

1.231 
2.130 
2.540 
2.953 

Pipe flow at Re 

Moody 
100/ 

1.182 
2.108 
2.500 
3.050 

= 1,020,000 with standard k-

Difference 
i n / % 

4.08 
1.04 
1.60 

-3.23 

Calculated 
AB 

6.78 
8.35 
9.95 

oi model 

Experiment 
AB 

6.62 
8.53 

10.36 

Difference 
in AB % 

2.38 
-2.11 
-3.98 

kt 

1 
65 

145 
310 
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Fig. 13 Velocity profiles in a pipe with different sand-grain roughness 
at Re = 1,020,000, Constantinescu and Patei (1998) 

mean and fluctuating velocity components along and normal to 
the flow direction at the center of the channel. 

Yoon et al. (1997) made calculations for these flows using 
the standard k-cu model. For each type of roughness, the equiva
lent sand-grain roughness k* was determined from known em
pirical correlations. Figure 14 shows the velocity and Reynolds 
shear-stress profiles in the four experiments. Table 4 shows the 
friction coefficient Q on the two walls and the their sum. Here, 
H is the channel height and U^ is the mean velocity. The friction 
coefficient is based on the mean velocity. It is clear that agree
ment between the calculations and experiments deteriorates with 
increasing roughness, but the predictions follow the observed 
trends. The implications of these results for channel hydraulics 
are discussed by Yoon et al. 

Flow Over a Sand Dune—Flow With Separation and Re
attachment. Consider turbulent open channel flow of constant 
mean depth over a train of fixed, two-dimensional dunes, identi-
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Fig. 14 Velocity and Reynolds shear stress profiles in channels with 
different roughness Symbols: experiment; solid lines: calculations, Yoon 
etal. (1996) 

Fig. 15 Sand dune geometry, Meirlo and Ruiter (1988) 

cal in size and shape. Mierlo and De Ruiter (1988) conducted 
experiments in such a flow in a water flume with 33 identical, 
sand-plastered concrete dunes installed on the flume bottom. 
The dune profile is shown in Fig. 15. A layer of sand grains of 
nearly uniform size was glued over the concrete dunes. As in 
the wavy-wall channel, calculations for this case could be made 
over one dune assuming spatial periodicity of the flow. 

Details of the calculations and comparisons with experiments 
are described in Yoon and Patel (1996). Here it is of interest 
to present the results of their parametric study in which the 
dune height h and wavelength k were varied. The resistance 
coefficient and its friction and pressure components are shown 
in Fig. 16 as functions of the dune steepness parameter h/ 
X. The numerical model shows a slight decrease in frictional 
resistance but a marked increase of pressure resistance with 
increasing dune steepness. These trends are to be expected as 
the size of the separation region in the dune trough increases 
with dune height and there is diminished contribution of friction 
in the presence of an enlarged back-flow region. Figure 16 also 
shows the resistance components calculated with the formula 
of Engelund (1966, 1967). The results are rather surprising. It 
is observed that this formula predicts a gradual increase in 
frictional resistance with increasing dune steepness, but it over 
estimates the magnitude by as much as a factor of three. The 
over prediction of the frictional component is most likely due 
to the use of a pipe-flow based logarithmic formula, which 
ignores the presence of flow separation and associated regions 
of negative and low friction. For the pressure component, Engel
und's formula predicts much smaller values. The discrepancies 
in the two components counteract somewhat to yield an increase 
of total resistance with dune steepness as indicated by the nu
merical model. However, Engelund's formula underestimates 
the total resistance by as much as a factor of two. 
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Fig. 16 Resistance components in dune-bed open channels, (a) Fric
tional resistance; (b) pressure resistance; (c) total resistance, Yoon and 
Patel (1996) 
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Table 4 Friction coefficients in channels witli different wall roughness 

Type of 
cover 

Open 
Smooth 
Wire Mesh 
Ribs 

Roughness 
kVH 

0 
0.0163 
0.0963 

bottom 

0.00551 
0.00621 
0.00712 
0.01014 

Experiment 

Cf 
top 

0 
0.00427 
0.00776 
0.01493 

Cf 
total 

0.00551 
0.01048 
0.01488 
0.02507 

Cj 
bottom 

0.00577 
0.00643 
0.00682 
0.00771 

Calculation 

Cf 
top 

0 
0.00488 
0.00869 
0.01620 

Cf 
total 

0.00577 
0.01131 
0.01551 
0.02391 

The reasons for the differences between the predictions of the 
numerical model and those of this well known semi-empirical 
formula are not clear. The numerical model is based on an 
idealized two-dimensional flow over fixed two-dimensional 
dunes of regular shape, while empirical formulas are developed 
from data taken in laboratory flumes and natural channels, in 
the presence of sediment and three-dimensional movable bed 
forms of varying heights and wavelengths. However, the ob
served differences in magnitudes, and particularly the trends, 
of the resistance components with varying dune steepness are 
rather large and may have important consequences in the predic
tion of stage-discharge relations of natural channels with dunes. 

Lessons. The example calculations of flow over rough sur
faces presented here were all made at typical laboratory Reyn
olds numbers. As already noted, increasing roughness requires 
finer grids to numerically resolve the near-wall flow, but this 
does not imply that the physics of the flow in that region is 
better represented or is resolved with greater accuracy. On the 
contrary, this is an artifact of the model equations, and whether 
the results represent any form of an average of the flow within 
the roughness elements remains speculative. The reproduction 
of the empirical roughness function correlation by the k-uj model 
is not surprising because it was based on those correlations. In 
the context of CFD its performance is encouraging to the extent 
that it may be used in place of the wall functions for complex 
flows. This was demonstrated by the calculations of the flow 
over sand dunes. However, the calculations for even the simplest 
flows reveal serious deficiencies in modeling the effect of wall 
roughness. 

Most of the examples of rough-wall flows presented above 
involved relatively large roughness, with the resulting flow in 
the fully rough regime. This regime is of interest in hydraulics, 
atmospheric flows, and many industrial applications. It is quite 
well known that most roughness encountered in these situations 
cannot be characterized by an equivalent sand-grain height, 
kt • This limits the usefulness of the available models. There is 
even greater difficulty in the characterization of airplane and 
ship roughness, which mostly lies in the transitional regime. In 
analyzing ship-hull roughness, for example, Grigson (1992) 
distinguishes between two types of roughness: an imperfectly 
smooth surface, in which the elements of the roughness have a 
small height to spacing ratio and are themselves streamlines; 
and a severely rough surface, where the elements are closely 
spaced drag producing protrusions. There is, to be sure, a whole 
range of roughness types between these extremes. Analysis of 
ship hull data shows the roughness function AS to depend on 
these differences in texture, in addition to the roughness height. 
Clearly, these issues are not addressed in the roughness models 
being used in CFD. 

Conclusions 
A common numerical difficulty of applying CFD to flows at 

increasing Reynolds numbers and on rough walls is the resolu
tion of the increasing gradients of velocity and turbulence pa
rameters within a layer of diminishing thickness. This has 
tended to favor the use of wall functions even though they are 
known to fail in complex flows. It is unlikely that this practice 

will be abandoned without further progress in near-wall model
ing, because resolution of the near-wall flow with existing mod
els is prohibitively expensive, especially at high Reynolds num
bers and on rough walls. 

It is clear that much of our knowledge on flows at high 
Reynolds numbers and on rough walls is derived from empirical 
correlations, such as the law of the wall, established several 
decades ago at low Reynolds numbers and in simple flows. A 
few recent experiments at high Reynolds numbers have tended 
to confirm the established correlations in those simple flows on 
smooth walls. CFD methods continue to rely on these correla
tions, and extrapolations are routinely made to much more com
plex flows without direct verification or justification although 
there exists sufficient evidence to doubt their universality. In 
fact, calculations are rarely made for even simple flows to re-
check the accuracy of the solutions or the realism of the simula
tions. As shown here, calculations for flow in pipes and flat-plate 
boundary layers reveal much about the limitations of numerical 
schemes and turbulence models embodied in modern CFD 
codes, and should be routinely made. 

Much effort has been expended over the years in diverse 
fields to relate specific types of roughness to the classical 
roughness that led to the empirical database, but systematic 
study of roughness effects in complex flows has been lacking. 
Most applications of CFD to rough walls have used wall func
tions in spite of their proven limitations. Recent applications of 
the k-io model show that it mimics the known effects of 
roughness rather well, and may be employed in complex flows, 
but there remains a need to make fresh approaches to this old 
problem. 

The increasing use of CFD in fluids engineering should en
courage establishment of an experimental database beyond the 
canonical flows to include more complex flows, and to develop 
fresh strategies to model flow over rough surfaces. For example, 
combination of experimental investigations with DNS and LES 
solutions with various types of roughness might yield better 
parameterizations for use in conventional Reynolds-averaged 
models. Fitting numerical grids to individual roughness ele
ments at any level of modeling does not seem very practical. 
A more pragmatic but rational approach would be to study the 
physics of the near-wall flow over different types of roughness 
to develop models that admit roughness texture as well as size 
as controlling parameters. 
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Postscript 

This is neither a review nor a research paper in the traditional 
sense. Soon after I was informed that I had been chosen to 
receive the 1997 ASME Fluids Engineering Award, I was ap
proached by the organizers of the Summer Meeting of the Fluids 
Engineering Division in Vancouver to give a talk on a subject 
of my choice. I was told that this was the first time the award 
winner was subjected to this task. As they could not be per
suaded to withhold this honor for the next award winner, I 
agreed to make a presentation with a title that described some 
threads running through the work of some of my recent graduate 
students and postdoctoral associates. A written version was not 
intended as much of the material was already in print. Soon 
after the lecture, however, Demetri Telionis requested a written 
version for possible publication in this journal after some sort 
of a friendly communal review. So, this is not a review, in-depth 
or cursory, of either Reynolds number or roughness effects, nor 
is it a review of CFD methods or turbulence models. It is, 
instead, a perspective drawn from observations made over a 
number of years from studies of fluid flow problems in diverse 
applications. The reader would therefore find a somewhat un
usual mix of topics, which I hope would demonstrate the ubiq
uity of the problems that come to mind from the title of the 
paper. Some elaboration on the material presented in the talk 
at Vancouver has occurred in response to comments from read
ers of the first draft. 
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A Methodology for Determin 
Experimental Uncertainties iin ng 
Regressions 
A methodology to determine the experimental uncertainties associated with regres- 
sions is presented. When a regression model is used to represent experimental infor- 
mation, the uncertainty associated with the model is affected by random, systematic, 
and correlated systematic uncertainties associated with the experimental data. The 
key to the proper estimation of  the uncertainty associated with a regression is a 
careful comprehensive accounting of  systematic and correlated systematic uncertain- 
ties. The methodology presented in this article is developed by applying uncertainty 
propagation techniques to the linear regression analysis equations. The effectiveness 
of  this approach was investigated and proven using Monte Carlo simulations. The 
application of  that methodology to the calibration of  a venturi flowmeter and its 
subsequent use to determine flowrate in a test is demonstrated. It is shown that the 
previously accepted way of  accounting for  the contribution of  discharge coefficient 
uncertainty to the overall flowrate uncertainty does not correctly account for  
all uncertainty sources, and the appropriate approach is developed, discussed, and 
demonstrated. 

1 Introduction 
When experimental information is represented by a regres- 

sion, the regression model will have an associated uncertainty 
due to the uncertainty in the original experimental program. An 
uncertainty is an estimate of an error whose value is unknown. 
The uncertainty U of a quantity gives the ± U interval around 
the measured or predicted value of the quantity that will contain 
the true, but unknown, value of the quantity 95 times out of 
100. Uncertainties are usually divided into two categories: ran- 
dom (or precision) uncertainties and systematic (or bias) uncer- 
tainties. Since measured variables can share identical bias error 
sources, correlated systematic uncertainties can occur and must 
be considered in analyses. Previously there has been no accepted 
methodology to assess the uncertainty of a regression when the 
regression variables contain random, systematic, and correlated 
systematic experimental uncertainties. 

Consider the general case where a test is conducted on a 
hardware component. The data are plotted and a linear regres- 
sion is used to determine the best fit of a curve through the 
data. (Note that the term linear regression means the regression 
coefficients ao, a~ . . . . .  a, are not functions of the X variable, 
and not that the relationship between X and Y is linear.) Since 
the data are obtained experimentally, both X and Y will have 
experimental uncertainties and these uncertainties will be made 
up of systematic (bias) and random (precision) uncertainties. 
A linear regression is then performed on the (X, Y) data and 
the general form of the regression is 

Y ( X )  = ao + a l X  q- a2 X 2  q- . . .  + a.X" (1) 

This polynomial equation is then used to represent the perfor- 
mance of the hardware. The original data and its uncertainty 
are usually forgotten in subsequent use. This model will not 
predict the true performance of the hardware because of the 
experimental uncertainties; thus the uncertainty associated with 
the regression is needed to provide the interval within which 
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the true performance can be expected, at a given level of confi- 
dence. This article presents a methodology to assess the uncer- 
tainty associated with regressions when the regression variables 
contain random, systematic, and correlated systematic uncer- 
tainties. A more detailed discussion is provided in Brown 
(1996). 

Obviously, an additional error is introduced if the wrong 
regression model is used, for example, if a third-order regression 
model is used and the true relationship is first order. This is the 
classical problem of incorrectly fitting the data, overfitting or 
underfitting. The error introduced by choice of  an inappropriate 
regression model is not addressed in this article. It is assumed 
in the techniques presented that the correct model is being used 
and the only uncertainties in the regression model are those due 
to the uncertainties in the original experimental information. 

The methodology presented in this article is an extension 
of accepted uncertainty propagation techniques (Coleman and 
Steele, 1995) as applied to the linear regression equations. The 
effectiveness of this new methodology was evaluated using 
Monte Carlo-type simulations. The following sections discuss 
uncertainty aspects of regression models, results of the Monte 
Carlo simulation evaluation of the methodology, and some ob- 
servations on reporting the uncertainty associated with regres- 
sions. The final section of this article demonstrates the applica- 
tion of this methodology to the determination of the uncertainty 
in a venturi flowmeter measurement. 

Categories of Regression Uncertainty. This methodology 
is developed to cover the types of situations commonly encoun- 
tered in engineering for which regressions are used. Three pri- 
mary categories can be defined based upon how the regression 
information is being used. The first category is when the regres- 
sion coefficients are the primary interest. The second category 
is when the regression model is used to provide a value for the 
Y variable. And the third category is when the (Xi; Yi) data 
points are not measured quantities, but are functions of other 
variables. This third category can include both of the other 
two categories, with the uncertainty associated with either the 
regression coefficients or the regression value of Y being of 
interest. 

The key to the proper estimation of the uncertainty associated 
with a regression is a careful, comprehensive accounting of 
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systematic and correlated systematic uncertainties. Correlated 
systematic uncertainties will be present and must be properly 
accounted for when the (X,, 7,) and the (Z,+i, K.+i) data pairs 
have systematic uncertainties from the same source. The exam
ples presented below demonstrate some ways in which corre
lated systematic uncertainties can be present and must be prop
erly accounted for. 

Uncertainty in Coefficients. 
straight-line regression is 

The general expression for a 

Y(X) = mX + c (2) 

where m is the slope of the line and c is the y-intercept. In 
some experiments these coefficients are the desired information. 
An example is the stress-strain relationship for a linearly elastic 
material 

<j = Ee (3) 

where the stress, a, is linearly proportional to the strain, e, 
by Young's modulus, E. Young's modulus for a material is 
determined by measuring the elongation of the material for 
an applied load, calculating the normal stress and strain, and 
determining the slope of the line in the linearly elastic region. 
Since the stress and strain are determined experimentally they 
will have experimental uncertainties, and thus the experimental 
value of Young's modulus will have an associated uncertainty. 

Uncertainty in Y From Regression Model. Often, the un
certainty associated with a value determined using the regres
sion model, Eq. (1) or (2), is desired. One would obtain a 
regression model for a given set of (X,, K,) data, then use that 
regression model to obtain a Y value at a measured or specified 
X. The nature of the data and the usage of the data determines 
how the uncertainty estimate is determined, such as 

• some or all (Xj, F,) data pairs from different experiments 
• all {X,, Yi) data pairs from same experiment 
• new X from same apparatus 
• new X from different apparatus 
• new X with no uncertainty 

It is instructive to discuss an example of each of these situations. 
Suppose heat transfer coefficient data sets from various facili

ties were combined as a single data set, with each facility con
tributing data over a slightly different range, and a regression 
model generated. The random and systematic uncertainties for 
each test apparatus are different. If the systematic uncertainties 
for the (X,, 7,) data and the (X,+i, F,+i) data are obtained from 
the same apparatus and thus share the same error sources, their 
systematic uncertainties will be correlated. However, if they are 
from different apparati and do not share any error sources they 
will not be correlated. The uncertainty associated with the re
gression model must properly account for the correlation of the 
systematic uncertainties. 

The caUbration of a thermocouple is an example where all 
of the data could come from the same experiment. A calibration 
curve for the thermocouple would be generated by measuring 
an applied temperature and an output voltage, both of which 
contain uncertainties. The calibration curve could have the form 

T = mE -\- c (4) 

where m and c are the regression coefficients determined from 
the (£, , Ti) caUbration data. When the thermocouple is then 
used in an experiment, a new voltage, E„s„, is obtained. The 
new temperature is then found using the calibration curve 

^ new ^ ^ n e w "T C w J 

The uncertainty in T^^^ includes the uncertainty in the calibra
tion curve as well as the uncertainty in the voltage measurement, 
iinew If the same voltmeter is used in the experiment as was 

used in the calibration, the systematic uncertainty from the new 
voltage measurement will be correlated with the systematic un
certainty of each £, used in finding the regression and appro
priate correlation terms are needed. If a different voltmeter is 
used to measure the new voltage, the systematic uncertainty of 
Entv, will not be correlated with the systematic uncertainties of 
the Ei. 

When a regression is used to represent a set of data and that 
regression is then used in an analysis, often the new X value is 
postulated and can be considered to have no uncertainty. An 
example would be pumping power, P, versus pump speed. A', 
for a centrifugal pump. The regression might have the form 

a{Ny (6) 

If an analyst uses this expression to obtain a value of power at 
a postulated value of A'̂ , then the uncertainty in N could be 
considered to be zero. 

{Xi, Yi) Variables Are Functions. Another common situ
ation is when the (X,-, Yj) variables used in the regression are not 
the measured data, but are each functions of several measured 
variables. The Young's modulus determination discussed pre
viously is a typical example. Neither the stress nor strain is 
measured directly. The stress is calculated from measurement 
of the apphed force with a load cell and measurement of the 
cross-sectional area. The data reduction equation for stress is 

V,A 
(7) 

where C is the calibration constant, V^ is the load cell voltage, 
Vi is the excitation voltage, and A is the cross-sectional area. The 
strain is determined using a strain gage, and the data reduction 
equation is 

(8) 

where Vbr is the bridge voltage, G is the gage factor, and again V, 
is the excitation voltage. The regression coefficient representing 
Young's modulus is thus a function of the variables C, V^, V;, 
Vi,r, A, and G. In instances where error sources are shared 
between different variables, as would exist if all of the voltages 
are measured with the same voltmeter, additional terms in the 
uncertainty propagation expression are necessary to properly 
account for the correlated systematic uncertainties. 

2 Uncertainty Analysis Background 
Only a brief overview of the methodology to obtain uncer

tainty estimates and how they propagate through a given data 
reduction equation is given here. The reader is referred to Cole
man and Steele (1989, 1995) for a detailed discussion of uncer
tainty analysis techniques. 

In nearly all experiments, the measured values of different 
variables are combined using a data reduction equation (DRE) 
to form some desired result. A general representation of a data 
reduction equation is 

r = r{Xi, X2 ,Xj) (9) 

where r is the experimental result determined from J measured 
variables X,. Equations (7) and (8) are examples. Each of 
the measured variables contains systematic errors and random 
errors. These errors in the measured values then propagate 
through the data reduction equation, thereby generating the sys
tematic and random errors in the experimental result, r. 

If the "large sample assumption" is made (Coleman and 
Steele, 1995), then the 95 percent confidence expression for Ur 
becomes 
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with the bias limit (systematic uncertainty) estimate for each 
Xi variable determined as the root sum square combination of 
its elemental systematic uncertainties 

M 

B, = [ I ( 5 , ) ; ] ' " = [(5,)? + (5,) i + . . . + iB^)l,V" (11) 

and where 5,^, the 95 percent confidence estimate of the covari-
ance appropriate for the bias errors in X, and Xk, is determined 
from 

Bik - S (fli)a(St)a (12) 

where variables X, and Xk share L identical error sources. The 
PI are the precision limit (random uncertainty) estimates for 
each Xi variable. A more detailed discussion of the covariance 
approximation is given in Brown (1996) and Brown et al. 
(1996). Typically, correlated random uncertainties have been 
neglected so that the P^'s in Eq. (10) are taken as zero, and 
that is assumed in the work reported here. 

3 Linear Regression Uncertainty 

Linear regression analysis is based upon minimizing the sum 
of the squares of the F-deviations between the line and the data 
points, commonly known as the method of least squares. Linear 
regression analysis can be divided into three broad categories: 
straight line regressions, polynomial regressions, and multivari
ate regressions. Multivariate regressions will not be discussed 
in this article. Straight-line regressions, also called first-order 
regressions or simple linear regressions, are a commonly used 
form. It is often recommended that if the data are not inherently 
linear that a transformation be used to try to obtain a linear 
relationship (Seber, 1977, Montgomery and Peck, 1992), Expo
nential functions and power law functions, for example, can 
be transformed to linear functions by appropriate logarithmic 
transformations. Reciprocal transformations are also very useful 
in linearizing a nonUnear function. If a suitable transformation 
cannot be found, a polynomial regression is then often used. 

In using the basic regression models with typical engineering 
data, some of the underlying assumptions used in the statistical 
development of the regression models are violated. The underly
ing assumptions assume that the errors " (1 ) are unbiased; (2) 
have constant variance; (3) are uncorrelated, and (4) are nor
mally distributed" (Seber, 1977). In a typical experimental 
program the first three assumptions will usually be violated. 
Assumption 1 is violated when systematic uncertainties are 
present. Since the uncertainty can be a function of the value of 
the reading, the standard deviation of the data can vary and 
violate assumption 2. If the systematic uncertainties in two dif
ferent data points arise from the same error source, the uncer
tainties are correlated, thus violating assumption 3. Violation 
of these assumptions does not preclude using linear regression 
analysis to obtain a model for the data. However, violating these 
assumptions means that simple statistical inferences, such as 
classical statistical estimates of 95 percent confidence uncer
tainty intervals, cannot be relied upon. Linear regression texts, 
such as Seber (1977), Montgomery and Peck (1992), Draper 
and Smith ( I98I) , and Neter et al. (1989) provide methods to 
deal with some of the individual assumption violations. 

These statistical methods cannot accommodate the simultane
ous violation of these assumptions, as is encountered when 
experimental data has several systematic uncertainty sources. 

The statistical confidence intervals are estimated based upon 
the difference between the data and the regression, the residual 
error. However, these confidence intervals assume all of the 
errors are observed in the dependent variables, the F variables. If 
errors are present in the independent variables, the X variables, it 
is assumed their effect is observed in the F variables. Montgom
ery and Peck (1992) and Seber (1977) discuss techniques to 
obtain regressions when the X measurements have error; how
ever, these do not provide the associated confidence intervals. 

Uncertainty in Coefficients—First-Order Regressions. 
The development of the equations to calculate m and c can be 
found in numerous statistics and regression books (Seber, 1977, 
Montgomery and Peck, 1992, and Natrella 1963, for example) 
and only the equations are presented here. For N{Xi, F,) data 
pairs, the slope, m, is determined from 

N 2 XiYi 
1=1 

N N 

E X, 2 Y, 
; • = 1 i = 1 

N N 
2 \ _ / V V \ 2 

(13) 
A? 2 (X?) - ( 2 X,) 

i=\ 1=1 

and the intercept is determined from 

2 (X?) 2 F 
i=l 1=1 

2 X 2 (XF) 
1=1 i=1 

N N 

A? 2 (X?) - ( 2 X ) ' 
(14) 

Considering Eqs. (19) and (20) to be data reduction equa
tions of the form 

m = m(Xi , X2, XN, F I , F2, 

and 

c — c (Xi , X2, . . . , XAI, FI , F2, . 

YN) 

F;v) 

(15) 

(16) 

and applying the uncertainty analysis equations, the most gen
eral form of the expression for the uncertainty in the slope is 

Ul i iM"-' 
N-l N 

+ 2 1 I 1 
(=1 k=i+l 

N-l N 

+ 2 1 I 1 
1=1 i=i+1 

*! (S)'«' ̂  5 

(S)(i)»-\i 
f dm \ / dm \ 

"S5(S)( 

[dY,, 

/ dm 
\dX, 

dm\ 

Bl 

Bi 

Bx.n (17) 

where Py, is the random uncertainty for the F, variable, Px, is 
the random uncertainty for the X, variable. By. is the systematic 
uncertainty for the F variable, Bx is the systematic uncertainty 
for the X, variable, By.y^ is the covariance estimator for the 
correlated systematic uncertainties in the F, and Fj. variables, 
flx,Xi is the covariance estimator for correlated systematic uncer
tainties in the X, and X̂  variables, and Bx^y. is the covariance 
estimator for the correlated systematic uncertainties between X 
and F,. 
A similar expression for the uncertainty in the intercept is 

N N-l 

+ 2 S 
1=1 k=i+l ̂  ^wM "'•'•^M"' 

Journal of Fluids Engineering SEPTEMBER 1998, Vol. 120 / 447 

Downloaded 03 Jun 2010 to 171.66.16.146. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



*̂ 2 iiMM)'"' 

- ^ ^ i ^ ) ! ! ' " - . <•« 
These equations show the most general form of the expres

sions for the uncertainty in the slope and intercept, allowing for 
correlation of bias errors among the different X's, among the 
different Y's and also among the X's and Y's. If none of the 
systematic error sources are common between the X variables 
and the Y variables, the last term of Eqs. (17) and (18), the 
X-y covariance estimator, is zero. 

The partial derivatives can be determined analytically or nu
merically. The Monte Carlo simulations discussed in this article 
used central-difference partial derivatives and double-precision 
arithmetic to reduce numerical truncation errors. 

Uncertainty in Y From Regression Model—First-Order 
Regression. The expression for the uncertainty in the Y deter
mined from the regression model at a measured or specified 
value of X is found by substituting Eqs. (13) and (14) into 

Y(X„^„) — «JA„ew + C (19) 

and applying Eq. (10) to obtain the uncertainty in Y as 

' dY 

^9YJ .HK^Vn.idDn.i dY, J ' 

.a.X,i)(iK,.i(0«, 
~^' " /dY\/dY\^ 

..xzit)(|^)...(|^)«,. 
dY K . + 2 l ( 

1 = 1 

N 

+ 2 1 

^ dY \ 

1 dY ^ 

(dY' 
\dX,, 

'\dY, 

Bx„ 

(20) 

The first seven terms on the right hand side (RHS) of Eq. (20) 
account for uncertainties from the (X,, 7;) data pairs. The eighth 
and ninth terms account for the systematic and random uncer
tainties for the new X. The tenth term is included if the new X 
variable is measured with the same apparatus as that used to 
measure the original X variables. The last term is included if 
error sources are common between the new X and the original 
Yi variables. 

If an analysis is being conducted using a Y value determined 
using Eq. (19) and it is postulated that the X value being used 
in the regression model has no uncertainty, then terms 8 through 
11 on the RHS of Eq. (20) are omitted. 

Higher-Order Regressions. The general expression for an 
«th order polynomial regression model is 

7(X„ew) — flo + fiflXnew + O2X ', + a„X"„,„ (21) 

where the regression coefficients, a,, are determined with a least 
squares fit by minimizing the Chi-square function, x^- The 
numerical least squares regression method used in this work 
utilizes orthogonal polynomials and a singular decomposition 

solution routine and is described in Press et al. (1986). The 
expression for the uncertainty in a value found using the polyno
mial regression model is the same as Eq. (20) with Y defined 
by Eq. (21). The complexity of the polynomial regression deter
mination usually makes analytical determination of the partial 
derivatives prohibitive. 

X and Y as Functional Relations. In many, if not most 
instances, the test results will be expressed in terms of functional 
relations, often dimensionless. In these cases, the measured vari
ables will not be the X' s and Y' s used in the regression. Exam
ples of common functional relations are Reynolds number, flow 
coefficient, turbine efficiency, specific fuel consumption, etc. 
For example, in the experimental determination of the pressure 
distribution on the surface of a cylinder in cross-flow, the results 
are usually presented as pressure coefficient versus angular posi
tion 9. The pressure coefficient is 

Cp = 
q« 

(22) 

where P is the local pressure, P„ is the freestream pressure, and 
ĉo is the dynamic pressure. The F, variables used in the regres

sion model are the determined pressure coefficient values and 
are functions of the three measured variables 

F,. = C,, =/(P, ,Poo,?„. ,) (23) 

and the X, variables are the angular positions 9,. If the pressures 
are measured with separate transducers that were calibrated 
against the same standard, the systematic uncertainties from the 
calibration will be correlated and must be properly taken into 
account. Equations (17), (18), and (20) apply in such cases, 
with F (in this case C,,) taken as the dependent function for the 
regression and the X,'s and F,'s replaced by the full set of 
measured variables (in this case the Pi's, Pa,j's, q^^j's, and ^, 's, 
assuming no uncertainty in the new value of 9.) 

In general, for an experiment with n sets of J measured 
variables, the regression model can be viewed as being a func
tion of the J variables, such as 

F(X„e„, X,., F ) = / ( V A R l , , VAR2,, . . . , VAR7,) (24) 

where the function X, is made up of some of the variables and 
the function F; is made up of some of the variables, such as 

X; = / (VARl; , VAR2i, . . . , WARK,, . . .) (25) 

and 

F = / ( . . . , yARK,, (MARK + 1 )j, . . . , VAR7,) (26) 

and X„ew is the new value of the independent variable in the 
regression. The general expression for the uncertainty in the 
value determined from the regression model becomes 

Ul 
dY n J 

5 ^ 5 VaVAR/-, 
dY 2 n J 

n— 1 n 

+ 2X I I H^ dY I- dY 

>.~:u-A5VAR;,/V5VAR/-; 

L / dY \( dY 

'VAR/,VAR;t 

II n J— \ 

+ 2 I I I I [^^^][-^^^ )BVAR,VAR, 
= 1 k=\ j = \ l=j+\ 

dY 

^)G 
+ 1 , 

;r> \dWARj,, 

^i( dY 

\dWARj„, 

p 2 
' VAR;„, 

B VARJ,„ 
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^ ' 5 ,?, ( 5 ^ ^ ) ( ^ W ^ )̂ VA..„.BVA., 

+ 2 S X I 
,~ ; ;~ ; , : ; : , \5VARi, 

ay 
V9VAR/;/ 

^VAR;„„5VAR/, 

(27) 

where the third RHS term accounts for correlated systematic 
uncertainty sources within each variable and the fourth RHS 
term accounts for systematic uncertainty sources common be
tween variables. Similar expressions for the uncertainty in the 
slope and intercept are readily obtained. Since the X, and 7, 
variables used to determine the regression model are now func
tional relations, the determination of the partial derivatives be
comes more complex and should probably be performed numer
ically. 

Linearizing transformations are often used to transform non
linear functions to linear functions. For example, an exponential 
function is a linear function in semi-logarithmic space. The 
uncertainty associated with the regression model can be esti
mated using the techniques discussed above where the func
tional relationships, as expressed in Eqs. (25) and (26), are 
logarithmic functions. Again, the complexity introduced by the 
transformation usually makes analytical determination of the 
partial derivatives prohibitive. 

4 Evaluation of Methodology Using Monte Carlo 
Simulations 

For uncertainty in coefficients, Monte Carlo simulations were 
performed for the first-order regression case and included inves
tigations of the effect of sample size and the type of dominant 
uncertainty. A portion of the results were presented earlier in 
Brown et al. (1995). For uncertainty in the 7 value determined 
from the regression model, simulations were performed for first 
through sixth-order regressions and included investigations of 
the effects of type of dominant uncertainty and of both ' 'percent 
of full scale" and "percent of reading" type uncertainties. 
Cases in which the regression variables were themselves func
tions were simulated for first, third, and fourth-order cases. 
Results of all simulations showed that the new methodology 
provides the appropriate uncertainty intervals. 

Also investigated were confidence intervals calculated using 
previously proposed regression uncertainty methods: (1) a typi
cal traditional statistical method (Natrella, 1963) that does not 
consider systematic uncertainties, and (2) a method proposed 
by Price (1993) that uses a root-sum-square combination of a 
random uncertainty and a systematic uncertainty for each point 
along a curvefit, or "X-Fplo t" in Price's nomenclature. More 
discussion of the classical statistical confidence intervals can 
be found in Seber (1977), Montgomery and Peck (1992), and 
similar linear regression texts. Since space prohibits detailed 
presentation of these methods, the reader is referred to Brown 
(1996) for a more complete discussion. Similarly, the results 
of only a few of the simulations are presented here, and the 
reader is referred to Brown (1996) for more complete discus
sion of the cases investigated. 

Monte Carlo Simulation Procedure. The methodology 
for assessing the uncertainty in linear regressions was evaluated 
using Monte Carlo simulations. Monte Carlo simulations are 
often used in uncertainty analysis to determine the effectiveness 
of a particular uncertainty model (for example. Brown et al., 
1996). As used in this work, a Monte Carlo simulation is a 
numerical simulation of an experiment. Experimental data are 
generated by randomly sampling predefined error distribution 
populations and adding these errors to a predefined true value. 

The Monte Carlo simulations were conducted in the follow
ing manner. "True" values for data from a chosen relationship 
were defined. The word true is emphasized to indicate that it 
represents the actual physical quantity of the variable if it could 
be measured without any bias error or precision error, which 
is always an unobtainable value. The two-sigma (2 standard 
deviation or 95 percent confidence) systematic uncertainties and 
random uncertainties for each variable were then specified. The 
errors in each variable were assumed to come from normally 
distributed error populations with the specified standard devia
tions. A random value for each bias error and precision error 
was found from a Gaussian random deviate generator subroutine 
using the specified standard deviations. In the cases in this 
study, the bias errors for all data points for each variable were 
assumed to be from the same source (simulating that all data 
was taken with the same apparatus), and were assigned the 
same random deviate within each iteration. In some cases the 
bias errors were a fixed amount and in some cases they were 
percent-of-reading type errors. Precision errors were obtained 
by sampling the precision error populations such that indepen
dent random deviates for each variable were obtained. The indi
vidual error values, bias errors, and precision errors were then 
summed and added to the true value to obtain a data point with 
errors from the specified error populations. For each iteration, 
these data points were then used in the linear least squares 
equations to obtain the regression coefficients and the regression 
model. 

Using a first-order case as an example, uncertainty intervals 
(at 95 percent confidence) for the m, c, and 7 (at each Xj point) 
were calculated from the uncertainty propagation analysis equa
tions for m, c, and Y. A ±U„, interval was placed around the 
slope coefficient value, m, and if the true value of the slope 
was found to be within the interval a counter was incremented. 
A similar procedure was used for the intercept and for the Y 
value from the regression model. This procedure was repeated 
10,000 times and the percent coverage, defined as the fraction 
of times the true result was within the estimated uncertainty 
interval, was determined. The percent coverage was used to 
judge the effectiveness of the uncertainty propagation equation. 
If 95 percent confidence uncertainty estimates for each of the 
elemental uncertainties are used in the regression uncertainty 
propagation equation, the percent coverage should be 95 percent 
to demonstrate that the methodology works. 

Also calculated for each simulation was the uncertainty ratio, 
defined as the ratio of the average of the uncertainty intervals 
from the 10,000 iterations divided by the true 95 percent confi
dence interval. The true 95 percent uncertainties are calculated 
as two times the sample standard deviations, S„,, S^, and Sy, 
from the 10,000 samples of the regression coefficients and i"s . 
The sample standard deviations from the 10,000 sample popula
tion can be expected to be good representations of the actual 
standard deviations of the infinite population with the elemental 
uncertainty sources as defined. An uncertainty ratio of or near 
unity shows that the uncertainty methodology works for the 
particular caSe, with values greater than one meaning an over-
prediction and values less than one meaning an underprediction. 

Results of Simulations. 

Uncertainty in Regression Coefficients—First Order. As 
presented in Brown et al. (1995), the effect of sample size was 
studied by varying the number of X variable setpoints and the 
number of Y measurements taken at each X setpoint. Using the 
new methodology with its "large sample" assumption (taking 
/ = 2 as in Eq. (16)), it was shown that the coverage obtained 
is 94 percent or greater when the number of data points used 
in the regression is about 25 or more, and that even when as 
few as 10 or so data points are used in the regression a greater 
than 92 percent coverage is obtained. As discussed in Coleman 
and Steele (1995), the difference between 92 and 95 percent 
coverage is essentially irrelevant in a practical engineering sense 
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Table 1 First-order regression simulation results—dominant systematic uncertainties 

pt 

1 
2 
3 
4 
5 

m 
c 

Bx, = 2.5 
B„ = 2.5 

Uy{a\e) 

4.58 
4.81 
5.06 
5.32 
5.59 

U(avg) 

0.036 
3.56 

Bx2 = 2.5% Px = OA 
Br2 = 2.5% Py =0.1 

Uncertainty propagation 

Gov (%) 

95,4 
95.3 
95.4 
95.3 
95.4 

Gov (%) 

95.6 
95.3 

Ratio 

0.99 
0.99 
0.99 
0.99 
0.99 

Ratio 

1.01 
0.99 

C/^avg) 

0.15 
0.11 
0.09 
0.11 
0.15 

f5(avg) 

0.005 
0.47 

Bxi = Bn = 2.5 

Glassical statistics 

Gov (%) 

3.9 
2.5 
1.8 
2.3 
3.0 

Gov (%) 

21.1 
20.2 

Ratio 

0.02 
0.02 
0.01 
0.02 
0.02 

Ratio 

0.13 
0.13 

since estimates of the systematic and random uncertainties can
not consistently be made to that level of certainty. 

Other simulations were performed in which the "correct" 
random uncertainties and systematic uncertainties were used in 
the propagation equations. Such cases assume that the correct 
random uncertainties have been estimated based upon prior in
formation and experience with the test apparatus, so that the 
simulations evaluate the methodology only. (This assumption 
is made in all of the simulations discussed in the rest of this 
article.) Results for uncertainties in slope and intercept are 
shown for two cases in Tables 1 and 2. 

For first-order regressions, when the systematic uncertainties 
are a fixed value, or "percent of full scale," then the systematic 
uncertainties are the same value for each data pair and the linear 
least squares line through the data simply translates vertically 
or horizontally from the true line. The value of the slope remains 
the same and there is no systematic uncertainty in the slope. 
The value of the intercept will change and will accordingly have 
a systematic uncertainty. When the systematic uncertainties are 
of a "percent of reading" nature, so that the systematic uncer
tainty is a function of the magnitude of the variable, the slope 
will have an associated nonzero systematic uncertainty. 

Uncertainty in Y Value From Regression Model—First Or
der. The uncertainty associated with a Y value calculated from 
the regression model is determined using Eq. (20). For the 
Monte Carlo simulation, the true relationship for the 1st order 
regression simulations was defined by the equation 

Y = X + 10 (28) 

Five points along this line were defined as the true data in 
the Monte Carlo simulations. In each simulation the average 
uncertainty, the percent coverage, and the uncertainty ratio were 

Table 2 Polynomial simulation results—dominant system
atic uncertainties 

Byi 

pt 

1 
2 
3 
4 
5 

m 
c 

= 0.0 Bx2 
= 0.0 Bn 

= 0% Px 
= 0% Py 

= 2,5 
= 2.5 

Uncertainty propagation 

C/,<avg) Gov (%) Ratio 

2.74 
1,96 
1.59 
1,98 
2,76 

f/(avg) 

0,112 
11,31 

95.6 
95.3 
95.3 
95.4 
95.4 

Gov (%) 

95.4 
95.5 

1,00 
1,00 
1,00 
1,00 
1,00 

Ratio 

1,01 
1.01 

Bxi = 5,3 = 0 

Classical statistics 

Uy (avg) 

3.15 
2.25 
1.84 
2.28 
3.17 

«S(avg) 

0.163 
16.5 

Gov (%) 

95 
94.8 
94.6 
94.9 
94.8 

Gov (%) 

94.9 
94.8 

Ratio 

1.46 
1.46 
1.46 
1.46 
1.46 

Ratio 

1.48 
1.47 

calculated and used to compare the regression uncertainty meth
odology results to the classical statistical results and to the 
results using Price's method. 

Three different types of simulations were investigated. First 
were simulations where the systematic uncertainties were much 
greater than the precision uncertainties and where all of the 
systematic uncertainties were correlated within the X's and 
within the F's , including an error source correlated between the 
X 's and the F's. Second were simulations where the systematic 
uncertainties were the same value as the random uncertainties, 
and the systematic uncertainties are correlated within the X ' s 
and within the F's , but not correlated between the X's and 
the y ' s . The third type of simulations included only random 
uncertainties. 

Table 1 shows results for the case for dominant systematic 
uncertainties. The new methodology provides the appropriate 
(approximately 95 percent) coverage for the predicted value 
and the regression coefficients, while the classical statistical 
method severely underestimates the uncertainty. For the case 
with dominant random uncertainties. Table 2 presents the simu
lation results and shows that both methods provide the desired 
coverage. The classical statistical method overpredicts the un
certainty interval by almost 50 percent, however. This is a result 
of using a small sample size (5 data points) for the simulation. 
While the uncertainty propagation methodology assumes the 
precision limits are large sample estimates, the classical statisti
cal method does not. When simulations were performed with 
increasingly larger sample sizes the uncertainty ratio obtained 
for the statistical confidence interval approached unity, as ex
pected. For the case of comparable magnitude systematic and 
random uncertainties, the results (not presented here) showed 
that the new methodology provides the appropriate coverage 
and the statistical method does not. 

Higher-Order Regressions. Higher-order regression models 
were also simulated with the Monte Carlo technique. In the 
example discussed here, seven data points along a curve defined 
by 

F(X) = -300 -t- 10*X - 0.05*X^ (29) 

were chosen to represent the true data. Three systematic error 
sources were defined, as well as a precision eiTor source for 
each variable. The first systematic error source affects only the 
X measurements, the second systematic error source affects only 
the Y measurements, and the third systematic error source af
fects both the X and F measurements. 

Table 3 shows results for a simulation performed with domi
nant systematic uncertainties. Bias sources 1 and 2 were as
signed the same value and bias source 3—common to both X 
and Y—was assigned a larger value. Random uncertainties 
much smaller than the systematic uncertainties were assigned 
to the X and Y variables. The results indicate the appropriate 
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Table 3 First-order regression simulation results—domi
nant random uncertainties 

Pt 

1 
2 
3 
4 
5 
6 
7 

Bx\ -
By, = 

1.0 
1.0 

Px = 0.0 
Py = 0.0 

Uncertainty propagation 

fy^avg) Cov (%) Ratio 

5.25 
2.37 
1.49 
1.91 
3.17 
4.64 
6.16 

95.2 
95.5 
96.4 
96.1 
95.1 
95.0 
95.2 

1.01 
1.01 
1.04 
1.01 
1.00 
1.00 
1.00 

Bx2 = B„ = 3.0 

Price method 

Uyiavg) 

8.52 
5.71 
4.49 
3.56 
3.20 
3.56 
4.49 

Cov (%) 

99.9 
100.0 
100.0 
99.8 
96.1 
87.9 
85.4 

Ratio 

1.63 
2.43 
3.13 
1.89 
1.01 
0.77 
0.73 

uncertainty intervals are obtained with the uncertainty propaga
tion method while Price's method provides inconsistent results. 
Similar conclusions were also evident in the results of a simula
tion performed with dominant precision uncertainties. Overall, 
the simulations showed that Price's method does not provide 
the correct uncertainty intervals for first-order linear regressions 
when a systematic error source is common to both the indepen
dent and dependent variables and it does not provide the appro
priate uncertainty intervals for higher order regressions. 

Many different simulations were performed with higher-order 
polynomials to investigate the robustness of the regression un
certainty methodology. Simulations with higher-order polyno
mials and polynomials with smaller and larger curvature were 
simulated, and the proposed methodology provided the appro
priate uncertainty intervals. As would be expected, in regions 
of greater curvature more points were necessary to avoid un-
derfitting or overfitting the data. 

5 Reporting Regression Uncertainties 

After the uncertainty associated with a regression has been 
calculated, it should be documented clearly and concisely so it 
can be easily used. Figure 1 shows a set of (X, Y) data, the 
first-order regression model for that data set, and the associated 
uncertainty interval determined using Eq. (20). It would usually 
be very useful to have not only the regression model, but also 
an equation giving UY(X). While Eq. (20) gives such informa
tion, it requires having the entire (X,, y,) data set as input each 
time a calculation of Uy is made for a new X value. Since this 
is cumbersome and inconvenient, the authors propose that a set 
of (X, U) points be calculated using Eq. (20) and a regression 
be performed using these points to produce an expression for 
Uy.regvtsiiX), which is used as explained below to calculate 
Ur(X) at a given X value. 

The procedure that should be used is as follows. If the X„ew 
to be used in Eq. (1) 

Y(X) = flo + aiX + UiX^ + ... + a„X" (1) 

has no uncertainty, then Eq. (20)—with terms 8-11 on the 
RHS set equal to zero—is used over the desired X range to 
produce the {X, U) data set to be curvefit to produce UY(X). 

If the Xnew to be used in Eq. (1) is from the same apparatus 
as produced the (X,, F,) data set, then all of the terms in Eq. 
(20) must be considered. However, the Pl^^^ term will often 
be larger during the test than during the more well-controlled 
calibration. This can be taken into account by assigning the 
same systematic uncertainty components that were in the A", 
data to the X„ew's used in Eq. (20) to produce the (X, U) points 
to curvefit, but with the P\^^ term in Eq. (20) set equal to zero. 
The resulting (X, U) points are then curvefit to yield Uy.te-
gress(^)- When an X^^^ is used in Eq. ( I ) , the uncertainty Uy 
in the Y determined from the regression is then calculated as 

(UyV= U 
y-regress '^ 

dY 
p2 (30) 

If the Xnew to be used in Eq. (1) is from a different apparatus 
than that which produced the (X,, 7,) data set, then terms 10 
and 11 on the RHS of Eq. (20) will be zero. This situation 
would be encountered if a thermocouple calibration curve was 
determined but then another voltmeter was used in testing than 
that which produced the original (T,, £,) data set. Equation 
(20) —with terms 8 - I I on the RHS set equal to zero—is used 
over the desired X range to calculate a set of (X, U) points that 
are then curvefit to produce a t/y.regress(X) expression. When an 
X„ê ,̂ is uscd in Eq. (1), the uncertainty Uy in the predicted Y 
is then calculated using 

iUy? ^ K-regress 
dY 

[5L + PhJ (31) 

The contribution of C/y.regre,ss to Uy in Eqs. (30) and (31) is 
purely a systematic uncertainty, since all random uncertainties 
are fossilized once the regression is performed. It should be 
noted that the lowest order curvefit that provides an acceptable 
fit for the regression uncertainty should be used to represent 
that uncertainty. 

6 Venturi Flowmeter Application 
This section discusses the application of the regression uncer

tainty methodology to the calibration of a venturi flowmeter 
and its subsequent use to determine water flowrate in a test. It 
is shown that previous ways of accounting for the contribution 
of discharge coefficient uncertainty to the overall flowrate un
certainty do not correctly account for all uncertainty sources, 
and the appropriate approach is presented and discussed. 

Venturi flowmeters are often used to measure fluid flow be
cause of their simplicity, durability, and lack of moving parts. 
They are part of a class of flowmeters known as differential 
pressure producers since a pressure drop across a region in 
the meter is produced, and this pressure differential is used to 
determine the flowrate through the meter. The one-dimensional 
model for the volumetric flowrate through a venturi flowmeter 

GTh = 

1 -

(Pi - P2) (32) 

(Bean, 1971). If the pressure drop measured between taps 1 
and 2 is used to calculate the "head" of the flowing fluid 

Fig. 1 Expressing regression uncertainty intervals 
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h = 
Fi - P2 

Pg 
(33) 

and the ratio of the venturi throat diameter, d, to the venturi 
inlet diameter, D, is denoted as 

P = 
D 

then the 1-D flowrate can be expressed as 

(34) 

(35) 

where K is a constant. 
The actual flowrate will never equal the theoretical flowrate, 

and the venturi must be calibrated against a reference meter. 
The discharge coefficient, Q , is defined as the flowrate through 
the standard divided by the theoretical flowrate 

C = a. Gst 

Kd^ 
1 - /3' 

(36) 

Often a venturi flowmeter is calibrated over a range of flowrates 
and the discharge coefficient is written as a function of Reynolds 
number defined at the venturi throat 

Re = 
Vd 4i2 

Ttdv 

In this work, a first-order regression model 

Q(Re) = ao + Oi Re 

(37) 

(38) 

is determined from the A^(Re(0. CM)) data points produced 
in the calibration. 

When the venturi flowmeter is used in a test, the flowrate is 
determined from 

Q = Q(Re„ew)^rf' 

^-'£ 
(39) 

or, substituting Eqs. (37) and (38) into (39) 

aoKd^ 
dV 
D 

Q = 

1 -
4a,Kd 

(40) 

1 -
D 

Since the variables d, D, and possibly u„ew and /z„ew in Eqs. 
(39) and (40) share identical systematic error sources with the 
same variables in the (Re(j), CM)) data points used in the 
regression that produced the Oo and ai coefficients, the estimate 
of the uncertainty in Q should include correlated systematic 
uncertainty terms to take this into account. This has not pre
viously been done and will be discussed further in a following 
section. 

Note that the kinematic viscosity, u„ew, appearing in Re„e„ 
will be different than the v(i) used in determining Re(i) if the 
venturi is calibrated with a different fluid than being measured 
during the test. In such cases, since the systematic uncertainties 

do not arise from the same source no correlation terms are 
needed. 

Experimental Apparatus. A calibration apparatus was as
sembled to calibrate the 2 in. diameter venturi flowmeter. A 
variable speed pump pumped water through the flowmeters, the 
flowrate was measured with the reference flowmeter, and the 
differential pressure produced by the venturi flowmeter was 
recorded. The flowmeter used as the calibration standard was a 
l-j in. diameter turbine-type flowmeter. This flowmeter was 
used because it was available and was installed in the water 
tunnel facility being used. The differential pressure was mea
sured with a differential pressure transducer that required a 12 
Vdc excitation voltage and produced a millivolt output propor
tional to the pressure difference between the two ports on the 
transducer. 

Pressure Transducer Calibration and Uncertainty. The 
transducer was calibrated by applying a water column to each 
port of the transducer and recording the output voltage as the 
height of the water column on one side was increased. The first-
order regression representing the caUbration data points was 
determined as 

h = 2.2624V„ - 0.42334 (41) 

(with h in (inches H2O) and Vo in (mV)). The uncertainty 
associated with the /z-value determined from this transducer 
calibration curve was assessed using Eq. (20) (where in this 
case Y = h and X = Vo). 

No error sources were shared between the measured differen
tial pressure and the measured transducer output voltage, so all 
BxY terms were zero. Since a random uncertainty estimate for 
X„ew based upon the transducer calibration data might not be 
representative of the random uncertainty in X„e„ encountered 
when the transducer is used in a test to determine the flowrate 
through the venturi, the Px„^ term in Eq. (20) was omitted 
from the regression uncertainty and will be accounted for in 
the flowrate uncertainty. (This corresponds to the case in which 
Eq. (30) is used to determine Uy) This is a common situation 
since the calibration process is usually more well-controlled 
and provides more stable data than when the transducer is used 
in the actual experiment. 

The uncertainty contribution for the value of h determined 
from the differential pressure transducer calibration regression 
then becomes 

'-' ft-regress "" Z^ 
dh 

dh(i) *(0 + 1 
dh 

dVo(i) Vain 

+ ifj^y5?<,, + 2 i i ^ '' 
,=, ^dh(i) 

dh 

dhik) 

o v ' V / dh \f dh . „ 

dh 

9Vo(new) 
Svo(new) 

dh N 

,.̂ 1 Vi9Vo(new) 

dh 

dVM) 
5vo< new)Vo(() (42) 

A systematic uncertainty of j^ in. H2O and a random uncer
tainty of I in. H2O were used as the uncertainty estimates for 
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Fig. 2 Differential pressure transducer calibration curve uncertainty 

the applied differential pressure. These estimates were based 
upon the accuracy and readability of the scale used to measure 
the heights of the water columns. A systematic uncertainty of 
0.5 mV was estimated for the voltmeter based upon manufactur
er's specifications. The uncertainty associated with the differen
tial pressure transducer calibration curve was obtained from Eq. 
(42) and is shown as a function of the output voltage in Fig. 
2. The second-order polynomial 

U,, = 5.28 X lO^'y^ - 0.00177K + 0.0833 (43) 

was fit to the uncertainty results and used to express the differen
tial pressure uncertainty as a function of the transducer output 
voltage. As discussed previously, this expression does not in
clude the contribution of the random uncertainty in the Vo(new) 
measured during the testing, so an equation similar to Eq. (30) 
must be used to estimate the overall U,,. 

Venturi Discharge Coefficient and Its Uncertainty. As 
described earlier in this section, prior to this work all of the 
correlated uncertainty contributions have not been taken into 
account in estimating uncertainties in discharge coefficients or 
in estimating the flowrate uncertainties. In this subsection, the 
approach that has been used previously is shown and its defi
ciencies are discussed. In the next subsection, the new approach 
that properly accounts for all correlated uncertainty contribu
tions will be demonstrated. 

In the calibration experiment performed in this effort, the 
flowrate, QSM. measured by the calibration standard flowmeter 
and the differential pressure produced by the venturi flowmeter 
were obtained at selected settings of the variable speed pump. 
Using Eqs. (36) and (37), obtaining the dimensions of the 
venturi from the manufacturer's drawings {D = 2.125 in., d = 
1.013 in.) and a reference room temperature value for kinematic 
viscosity of water (1.08 X 10"' ftVs), the Reynolds number 
and discharge coefficient for each data point were calculated. 

The data set used to determine the regression model was 
obtained by averaging the Qstd and h data taken at each pump 
speed setting. The (Re(0> Q ( 0 ) data set was fit with a first-
order regression model that yielded 

C,, = 0.991 - 1.21 X 10"' Re (44) 

Recalling Eqs. (36) and (37), the C^ predicted by this expres
sion is actually a function of the variables gsiaCO. h{i), v(i), 
d, and D and can be written functionally as 

Q=f{Qs^i(i),h(i),v(i),d,D] (45) 

The expression for the uncertainty associated with a predicted 
value from the discharge coefficient regression model is ob
tained by applying Eq. (27) to Eq. (45), yielding 

Ul 
dC, 

dQ^ii) 
PlM) + 1 

dC, 

dQni(i) 
Blji) 

+ 2 1 ^iJ^](J£^^s, 

,,, \dh{i)) 

Csid,(0,id.i 

dc,^' N 

BlU) 

+ 2 1 1 ( ^ V T ^ I S . 
X, \dvii)J\dv(k) 

^XB^^I^YBI (46) 
dd dD 

The Bi,(i) in Eq. (46) is given by Eq. (42) since all uncertainty 
contributions to Eq. (42) are fossilized when it is used. The 
Pi,{i) in Eq. (46) is found by applying the uncertainty propaga
tion equation to Eq. (41). Remember also that Eq. (46) includes 
no contributions from the uncertainties in Re„ew when Eq. (44) 
is used. 

The uncertainties estimated for the venturi discharge coeffi
cient variables are shown in Table 4. The calibration flowmeter 
has an uncertainty quoted by the manufacturer of 1.0 percent 
of reading, and this value is used as the systematic uncertainty 
in Eq. (46). The calibration flowmeter random uncertainty was 
estimated based upon variation observed during the testing. 
When the differential pressure transducer calibration curve, Eq. 
(41), is used during the venturi calibration testing, the trans
ducer uncertainty as determined by Eq. (43) is considered a 
fossilized systematic uncertainty. The uncertainty estimates for 
the venturi inlet and throat dimensions are based upon the ma
chining tolerances noted on the venturi manufacturer's data 
sheet. A systematic uncertainty of approximately 0.5 percent of 
reading is assigned to the kinematic viscosity to account for the 
uncertainty in the original experimental viscosity data used. (An 
argument could be made for a larger estimate of fi„.) 

The uncertainty in discharge coefficient given by Eq. (46) 
was modeled as a function of Reynolds number with a second-
order regression 

fCj-regress(Re) 

= 1.38 X 10"'2 Re^ - 3.46 X 10"' Re + 0.0333 (47) 

and is shown along with the discharge coefficient data and 
regression model in Fig. 3. 

Also shown on Fig. 3 are the uncertainty intervals for the 
individual (Re, Q ) data points. The discharge coefficient uncer
tainty for each individual data point was determined by applying 
the uncertainty propagation equations to Eq. (36) to obtain 

Table 4 Uncertainties for Venturi calibration 

Source Systematic Random 

Turbine meter 1% of Rdg 0.5 gpm 
Differential Pressure Transducer Eq. (43) (dhldV„f x (Pvof 
Venturi throat Dia. 0.005" 0.0 
Venturi inlet dia. 0.005" 0.0 
Kinematic Viscosity 5.0 E-8 0.0 
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Fig. 3 Discharge coefficient vs. Reynolds number, averaged data 

92std 

dC, 

dh 
'^'81 + dCu 

dd 
Bl + [ ^ ] B l (48) 

and the Reynolds number uncertainty was similarly determined 
as 

, _ / a R e y / a R e V , 

It is observed in Fig. 3 that the discharge coefficient uncer
tainty for individual data points is larger than the uncertainty 
associated with the discharge coefficient regression model at 
the same Re. This is reasonable, since the regression uncertainty 
interval at a given Re point includes information from the N 
data points used in the regression, while the uncertainty interval 
for a single data point at that Re includes information from that 
point only. 

The uncertainty in Q (given by Eq. (47) or Eq. (48)) is not 
as useful as has been previously supposed. When Q is used in 
Eq. (39) or QQ and ai are used in Eq. (40) to determine Q in 
an experiment, Ucd or {/„o and Ua\ contain(s) components that 
are correlated with the systematic uncertainties in the values of 
d, D, and possibly v„ew and h„^„ in Eq, (39) or Eq. (40). These 
additional correlation terms are difficult (or impossible) to for
mulate correctly, and the authors recommend a new approach 
described in the following section. 

Flowrate and Its Uncertainty in a Test. As stated in the 
previous section, it is difficult to propagate properly the dis
charge coefficient uncertainty to obtain the uncertainty associ
ated with a flowrate determination because of correlated system
atic uncertainties. This section demonstrates how the uncertainty 
associated with the venturi flowmeter calibration can be deter
mined and how it can be reported in a form which properly 
expresses the uncertainty associated with the flowrate determi
nation. 

When the venturi flowmeter is used in a test, the flowrate is 
calculated using Eq. (39) or Eq. (40). A seemingly straightfor
ward method to determine the flowrate uncertainty would be to 
apply the uncertainty propagation equations to Eq. (39) to ob
tain the uncertainty expression 

ui -1 ^81. (m\^d. (m\i 
dQ ddj " \dD 

dQ ^ ' 
dh„ 

(Bl + Pf, ) 
^ "new "new' 

r correlation terms between Q and d, C^ and D. 

I Ca and /j„ew, and C,, and V„e„ 

(50) 

or an equivalent expression with UQ and a\ appearing instead of 
Q if Eq. (40) is used. The correlation terms have not previously 
been considered in analyses estimating the contribution of the 
discharge coefficient uncertainty to the overall flowrate uncer
tainty. Even if one wanted to consider them, their evaluation is 
difficult, if not impossible. The correlated systematic uncer
tainty effects must be taken into account, however, since some 
of the variables in Eq. (39) or Eq. (40) are the same variables 
in the (Re(0 , C^ii)) data set used in finding the discharge 
coefficient regression model (Eq. (38) or Eq. (44)). The same 
values for the throat and inlet diameters, d and D, are used in 
Eq. (39) (or (40)) as were used in the determination of the 
discharge coefficient regression. If the same differential pres
sure transducer is used in the test to determine the flowrate as 
was used during the calibration, or if a different transducer that 
has common systematic uncertainty sources with the calibration 
transducer is used to measure the differential pressure, appro
priate correlation terms must be included. Similarly, if the value 
of kinematic viscosity has common systematic uncertainty 
sources with the values used during the discharge coefficient 
determination the appropriate correlated systematic uncertainty 
terms must be included. 

The authors recommend a new approach rather than that of 
Eq. (50). Recognizing that the flowrate is the result desired 
from the venturi during a test and that it is a function of the 
variables used to obtain the discharge coefficient regression as 
well as the variables measured in the test, the expression for Q 
can be represented functionally as 

Q=f{CAQ,,i{i),h{i),v{i),d,D),h 
new > l-'ni 

(51) 

where Q is the regression expression Eq. (38) or (44), but 
with the regression coefficients replaced by expressions similar 
to those given by Eqs. (13) and (14). The uncertainty propaga
tion equations can be applied directly to Eq. (51) to produce 
an expression for f/g.regress-

The equation for llQ.regress can be written with the information 
known at the time of the venturi calibration and prior to the 
test; however, one must be careful to properly consider what 
systematic and random uncertainty information will only be 
known after the test has been conducted. If the same differential 
pressure transducer is used in the test as was used in the calibra
tion and if the systematic uncertainty for the test value of kine
matic viscosity is known, the only uncertainty not known prior 
to the test is the random uncertainty for the differential pressure 
measurements. Thus Ug.ngKss can be calculated as in Eq. (52) 

U: Q-regress = 1 
dQ 

9Qsid(0 
nji) +1 

dQ 

dh{i) 
PlU) 

dQ 

^?i i^eSo) "-̂ '-̂  
N-\ N 

+ 2 1 I 
dQ 

=1;, \dQ,^,{i))\dQUk) 
dQ 

^e,id.,acd.* 
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dQ , ,2 

2S i f ^ V ^ 

dh(i) 
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Fig. 4 Uncertainty in venturi flowrate as a function of Reynoids number 

-^l^llei"-- <-' 
and where 

and 

U Q — C / Q - r e g r e s s + ' Q > PI 
dh„, 

PL.. = 
dQ 

O V n . n c v 
Pi. 

(53) 

(54) 

The first ten terms on the RHS of Eq. (52) propagate the 
uncertainties associated with the venturi calibration into the 
flowrate uncertainty. The remaining four terms of Eq. (52) 
propagate the uncertainties associated with the "new" variables 
when Eq. (40) is used to determine Q. 

The effects of Bj and BD in Eq. (52) deserve discussion. If 
the same values of d and D are used in the calibration and in 
Eq. (40), then the (dQIdd) and (dQ/OD) factors in terms nine 
and ten on the RHS of Eq. (52) are zero. Thus, the uncertainties 
in d and D contribute nothing to the uncertainty in Q—they 
have been "calibrated out." This makes sense if one realizes 
that using a value of d that is too large by a factor of two would 
not change anything as long as exactly the same value is used 
in the calibration and in determining Q using Eq. (40). 

If the throat diameter d of the venturi changes (perhaps as a 
result of abrasion or erosion) and a different value of d is used 
in Eq. (40) than in the calibration, that d should be treated as 
a different variable (perhaps labeled dnew) than the d used in 
the calibration. In that case, the dQIdd factor in term nine on 
the RHS of Eq. (52) will no longer be zero, and an additional 
term, [{dQldd„^^f{B^„^S], must be added to Eq. (52). 

The kinematic viscosity terms in Eq. (52) also deserve dis
cussion. If the same fluid is used in the calibration as in the 
test and if it has a constant kinematic viscosity and systematic 
uncertainty, then the uncertainty in the kinematic viscosity has 
no effect on the uncertainty in Q. For this case, the four terms 
for kinematic viscosity in Eq. (52) add to zero. 

The uncertainty f/e-regress determined after the calibration, as 
calculated using Eq. (52) and as a function of Reynolds number, 
is shown in Fig. 4. A regression was performed using the set 
of (Re, U^ ) points to give e-regress 

^ g - r e g r e s s wi / N L\J A-v^ngvv 1 X 10 ' ' " Re^ 

+ 2 X 10--' Re„,„ 0.1162 (55) 

where U, Q-regress I S l U g p m . 

If the pressure transducer used during the test is not the same 
pressure transducer as was used during the calibration, and does 
not share any common systematic uncertainty sources, the sys

tematic uncertainty term for the new transducer and the Bh^DUnew 
term should be set equal to zero in Eq. (52), producing a new 
expression similar to Eq. (55). For the case where the test 
fluid kinematic viscosity systematic uncertainty is known, the 
resulting expression for the uncertainty in flowrate would then 
be 

17^ - f/2 
Q 0-regress 

dQ dQ 
5 L (56) 

The regression giving f/g-regress (Eq. (55) or a similar one) 
should be reported along with either Eq. (53) or (56), as appro
priate. 

7 Summary 
A new methodology for assessing the uncertainty associated 

with linear regressions is presented. This methodology is based 
upon the propagation of experimental uncertainties, and it was 
found that the key to the proper estimation of the uncertainty 
associated with regressions is a careful, comprehensive account
ing of random, systematic, and correlated systematic uncertain
ties. Using Monte Carlo simulations, it was shown that the new 
regression uncertainty methodology provides the appropriate 
uncertainty intervals for first-order regression coefficients and 
predicted values from first-order and «th-order linear regres
sions. The Monte Carlo simulations indicated that the classical 
statistical confidence intervals cannot account for systematic 
and correlated systematic uncertainties. The simulations also 
showed that Price's method does not provide the correct uncer
tainty intervals for first-order linear regressions when a system
atic error source is common to both the independent and depen
dent variables and it does not provide the appropriate uncer
tainty interval for higher-order regressions. 

The methodology for assessing the uncertainty associated 
with regressions was demonstrated for the calibration of a ven
turi flowmeter and its subsequent use to determine flowrate in 
a test. It was shown that the previously accepted way of account
ing for the contribution of discharge coefficient uncertainty to 
the overall flowrate uncertainty does not correctly account for 
all uncertainty sources, and the appropriate approach was devel
oped, discussed, and demonstrated. 

The authors also proposed an approach to reporting regres
sion uncertainty using another regression to represent f/y(Z), 
thus avoiding carrying the entire (X,, F,) data set to compute 
a t/y(A'„e„) each time an uncertainty is desired at an X^^„. 
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A Wall-Distance-Free k-e Model 
With Enhanced 
Near-Wall Treatment 
This paper evaluates a wall-distance-free low-Re k-e turbulence closure model which 
incorporates an extra source term in the e transport equation designed to increase 
the level of e in nonequilibrium flow regions, thus reducing the kinetic energy and 
length scale magnitudes to improve prediction of adverse pressure gradient flows, 
including those involving separated flows regions. Two such cases are used here to 
test the model: one in the low speed flow regime, the other a supersonic one. Compari
sons with experimental data and with an earlier version of the k-e model, as well as 
with a variant of the k-uj model ( both also wall-distance-free) reveal that the proposed 
model enables improved prediction of adverse pressure gradient flows relative to 
more traditional k-e models. 

1 Introduction 
It has been established over the years that the k-e model, 

while performing fairly well in free shear flows, does not work 
satisfactorily in wall-bounded flows, especially under adverse 
pressure gradient conditions. The extent of reversed flow re
gions is underpredicted, and large spurious post-reattachment 
peaks in heat transfer and skin friction are commonly predicted 
(Launder, 1988). These result from the inadequacy of the mod
elled e equation. Near-wall functions, commonly employed to 
render the model applicable to low-Re flow regions, do not 
overcome this inadequacy (Launder, 1988). 

An early attempt to improve the behaviour of e under non-
equilibrium flow conditions was made by Yap (1987) who 
added a term to the e equation which acts, in nonequilibrium 
flows, to reduce the departure of the turbulence length scale 
from its local equilibrium level. Yap showed much improved 
predictive quality of the k-e model in separated flows as a result 
of including this extra term. Unfortunately, his proposition in
volves explicit wall distance which is ambiguous in all but the 
simplest topologies. Besides, it is not at all evident that wall 
distance bears a relationship to the structure of turbulence 
(Launder, 1988). In an attempt to eliminate this shortcoming 
in the Yap correction, Ince (see. Launder, 1988) proposed a 
term involving length scale gradient such that it acts to raise e 
near walls with attendant reduction in k and /, the turbulence 
length scale. This approach is evaluated in the present work 
and is found inadequate. Instead, a proposal is made for a term 
which involves turbulence time scale gradient in conjunction 
with a realizable velocity scale. The merits of this approach are 
discussed in the following sections. 

An important attribute of the model is time scale realizability 
enforcement. This means that the turbulence time scale is not 
permitted to become less than the corresponding Kolmogorov 
micro-scale. This has been proposed earlier by Durbin (1991) 
and by Goldberg (1991). One significant outcome of enforcing 
time scale realizability is the automatic asymptotic consistency 
of the e transport equation at walls, without the need to involve 
ad hoc near-wall damping functions, prevalent in many low-
Re k-e models such as the Lam-Bremhorst model (Lam and 
Bremhorst, 1981). This also enables a simple boundary condi
tion for e at walls. In contrast, the k-oj model uses LO = e/A: as 
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the length-scale-determining variable, which is singular at walls 
since elk is not the correct inverse time scale there. This requires 
a special treatment which leads to a cumbersome and grid-
dependent wall boundary condition for uj (see Wilcox, 1993 
and Section 3). 

The formulation of the proposed model is wall-distance-free, 
tensorially invariant and frame-indifferent, thus applicable to 
arbitrary topologies and moving boundaries. The model is us
able in conjunction with solvers based on either unstructured 
or structured book-keeping, executed on any computer architec
ture, including massively parallel processors. 

This paper evaluates flow cases involving separation, which 
is of interest to both aerodynamic and turbomachinery applica
tions. It is shown that the proposed k-e model predicts the 
supersonic flow case better than a typical low-Re k-e model 
does, with respect to the skin friction profile. 

2 Highlights of the Numerical Approach 

A Navier-Stokes solver for either compressive or incompres-
sive flows was used in the present work. The solver features a 
second-order Total Variation Diminishing (TVD) discretization 
based on a multi-dimensional interpolation framework. This 
framework is utilized also for the viscous terms. A Roe Riemann 
solver is used to provide proper signal propagation physics. 
Further details regarding the numerical methodology can be 
found in Chakravarthy et al. (1996), Peroomian et al. (1997), 
Peroomian et al. (1998). 

3 Proposed Turbulence Model Formulation 

Reynolds stresses are related to the mean strain through the 
Boussinesq model: 

-pufiTj = n,{Uij + Ujj - ft/t.t5,j) - \pk8ij (1) 

where the eddy-viscosity field is given by 

M' = CJ^pk^le (2) 

Here /^ is a damping function discussed later, and k and e, the 
turbulence kinetic energy and its dissipation rate, respectively, 
are determined by the following transport equations. 

d{pk) , d d 
+ — (Ujpk) = -— 

at ax, OX: 

u,\ dk 
(Ti / dXj _ 

+ Pk-pe (3) 
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d{pe) 
at 

— (U )=— ( ti\ — 
dxj ^ dxj \_\ a^J dxj 

+ ( C , P , - C,2pe + E)T7' (4) 

Pk is the turbulence production, -puiUjUij, modeled in terms 
of the Boussinesq concept (1): 

Pk = 
\ dxj dx, 

dUj 2 dU, 

3ac/^j~i^'^^ dxj 
(5) 

In the above, C/, are the Cartesian mean velocity components, 
Xi are the corresponding coordinates, p is density, and fj, and /j,, 
are the molecular and eddy dynamic viscosities, respectively. 
The constants appearing in these transport equations are given 
below. 

The following realizable time scale is used here: 

T, = - m a x {1, r (6) 

where ^ = -iRJCr, R, = pk^/ifxe) is the turbulence Reynolds 
number, and Q is a constant. This time scale is k/e at large R, 
(hence large Q but becomes proportional to the Kolmo-
gorov scale, cjvie, for R, < \. This scale was applied in 
earlier work by Durbin (1991) and by Goldberg (1991) and 
Goldberg and Apsley (1997). The latter reference includes full 
details about this time scale. Note that its inclusion in the e 
equation guarantees near-wall asymptotic consistency of that 
equation without resorting to ad hoc damping functions found 
in Lam and Bremhorst (1981), for example. 

The damping function, /^, is based on the fact that in near-
wall regions the proper velocity scale (see Durbin, 1991) is 
Vv ,̂ not 'ik, and the time scale is the realizable one, given in 
Eq. (6). Full details on the derivation of/^ are given in Goldberg 
and Apsley (1997). The final form is 

Jfi 
1 
1 - £"#•' 

max {1, C (7) 

where A^ is a constant. Note that /^ -> A^Q as R, -^ 0. This 
type of near-wall limit was also adopted by Durbin (1991), 
arguing that p., ~ y'', rather than y ' , is acceptable since fi, <̂  
p there. It is also noted that outside shear layers the level of R, 
may diminish, causing /^ to become less than 1; however, in 
such flow regions the eddy-viscosity levels are usually low, 
therefore f^< I should not impose a problem. 

The extra source term, E, in the e equation, is designed to 
increase the level of e in nonequilibrium flow regions, thereby 
reducing the length scale and enabling improved prediction of 
adverse pressure gradient flows, including those involving back-
flow regions. Ince's proposal (see. Launder, 1988), corrected 
for time scale realizability, is as follows: 

] dk dl „ 
Nt, = max { , 0 

^dxj oxj 

E, = AE,py[7r,^i 

(8) 

(9) 

where / = k^'^/e, the turbulence length scale. As will be shown 
in the Results section, this proposal fails to produce correct 
behavior in shear layer edge regions and is, therefore, rejected. 
Instead, the following formulation is suggested in the new 
model: 

\I> = max 
dxj dxj 

, 0 

r = max {k"\(uey 

(10) 

(11) 

E = AEPTUT,^ (12) 

where T = k/e, the turbulence time scale. The extra source term 
is invoked only in near-wall regions, where \I' > 0, increasing 
€ and thereby decreasing k and /. Note the realizable velocity 
scale, V, used in the current proposal. Its presence limits the 
influence of £ to a relatively small fraction of the boundary 
layer near walls, with a sharp cut-off further away. Ince's 
method does not have this feature, causing E to reappear in 
boundary layer edges (see flat plate case) which is undesirable 
behavior. 

Finally, the model constants are C^ = 0.09, Cei = 1.44, d 
= 1.92, o-j = 1.0, a, = 1.3, Cr = V2, A^ = 0.01, AE = 
0.3. The last two constants are determined by forcing correct 
prediction of the log-law constant ('== 5̂.2) in near-wall flat-plate 
and channel flows. 

The two transport equations, Eqs. (3) and (4), are subject 
to the following boundary conditions at solid walls. The kinetic 
energy of turbulence and its first normal-to-wall derivative van
ish there. The former condition is implemented directly: 

0 (13) 

The boundary condition for e is based on its near-wall asymp
totic behavior (y-* 0): 

= 2//, 4 
>'T 

(14) 

where " 1 " denotes the centroid of the first cell away from 
walls. This requires normal distance from a wall to the first 
internal nodes only, which is unambiguous and readily avail
able, thus still preserving the local attribute of the model. This 
boundary condition implies that {dkldy)^ = 0, satisfying the 
second condition for k implicitly. In contrast, uj of the k-LO model 
is singular at smooth walls and, therefore, a special treatment is 
necessary to implement a boundary condition for it, Wilcox 
(1993) suggests the following (BC 1): 

= 2500 
PXR 

kt < 5 (15) 

It is important to make sure that k^ < 5, or else the predicted 
skin friction will be wrong. However, to guarantee this limit 
requires knowledge of the friction velocity scale, u^, which is 
not known a priori. Thus iterative adjustment of kR may be 
necessary, and even the final value is grid-dependent. This dif
ficulty is completely avoided in the current k-e model. Another 
proposal for UJ„ (BC 2) is commonly used, see Krist et al. 
(1996): 

u)„ = 60 
l^yV 

P = 0.075 (16) 

The sensitivity of the k-ui model to these alternative boundary 
conditions will be demonstrated in the next section. 

4 Results 
In the following flow test cases the proposed model's perfor

mance is compared with experimental data as well as with the 
Goldberg-Apsley (GA) k-e (Goldberg and Apsley, 1997) and 
the Wilcox k-w (Wilcox, 1993) models, both also wall-distance-
free. The former represents a model not particularly geared to 
handle adverse pressure gradient flows; the latter includes the 
cross-diffusion term proposed by Wilcox to eliminate the mod
el's sensitivity to the freestream value of w. See Wilcox (1993), 
p. 101, for details. The two k-e models shown in the figures are 
labeled as follows: the GA model is denoted as k-e GA, and 
the current proposal is labeled k-e T. The modified k-oj model 
is marked k-uj mod. All computations were performed on a 200 
MHz Pentium Pro PC. 
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Fig. 1 (a) Flat plate: streamwise velocity profiles, M = 0.2, x = 0.8 m 
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Fig. 1 (b) Flat plate: E term profiles, M = 0.2, x = 0.8 m 

4.1 Flow Over a Flat Plate. Mach 0.2 flow over a flat 
plate at Reynolds number 6 X 10*̂  is computed on a 65 X 97 
grid, with j ; ^ < 1 at first centroidal locations away from the 
wall. The plate leading edge is preceded by a section of free-
stream flow parallel to it. The plate extends to one meter. Figure 
1(a) shows velocity profiles at x = 0.8 m, including a prediction 
using Ince's proposal (Eqs. (8) , (9)) . While the k-t GA and 
k-t T models predict practically the same profile, Ince's method 
leads to anomalous behavior toward the boundary layer edge, 
which affects the entire profile. The reason for this is seen in 
Fig. \(.b), where Ince's E term in the e equation reappears in 
the shear layer edge region, increasing e with attendant decrease 
in k and \i,. This artificial suppression of the turbulence damages 
the entire flowfield prediction and is the reason for rejecting 
Ince's proposal. 

Figure 1(c) shows skin friction profiles including two predic
tions by k-uj mod, one using BC 1 (Eq. (15)), the other BC 
2 (Eq. (16)). The sensitivity of the model to a;„ is clearly 
demonstrated here. All subsequent predictions by this model 
use BC 2, which is easier to apply. The following formula 
(White, 1974, p. 498) was used to evaluate the predictions: C; 
i=i 0.455/(In ^ 0.06 ReO, considered one of the most accurate 
correlations available. The fc-e GA model is the closest to the 
formula while the k-t T model slightly underpredicts it. 

Figure 1(d) is a replot of Fig. 1(a) using wall coordinates. 
The figure includes experimental data (Laufer, 1952; Andersen 
et al., 1972; Coles and Hirst, 1969) as well as Spalding's for
mula (Spalding, 1961). Based on these, the k-e T model predicts 
the law-of-the-wall best. 

— k-e GA 
— k-etau 
— k-wBCI 

k-w BC2 
Oln'*2 formula 

Fig. 1 (c) Flat plate: skin friction distributions, M = 0.2 

k-e GA 
k-etau 
k-w mod 

o data Anderson 
• data Laufer 
A data Wiegliardt 
o Spalding's law 

Fig. 1 [d) Flat plate: velocity profiles In law-of-the-wfall coordinates, M 
= 0.2, X = 0.8 m 

4.2 Low Speed Flow in a Channel With Slanted Step. 
A series of test cases involving two-dimensional channel flows 
with lower walls including a backward-facing step at various 
step angles was carried out by Ruck and Makiola (1993). The 
case used here for testing the model has a 45 deg step angle. 
The inflow velocity is 40.13 m/s, and the Reynolds number, 
based on channel height upstream of the step, is 64,000. The 
inflow velocity and turbulence kinetic energy profiles are based 
on the reported experimental profiles of U and u'. Neumann 
conditions are applied at the outflow boundary, located at xlH 
= 50, and nonslip conditions are imposed on the solid surfaces. 
A 150 X 100 grid size was used, with first internal node located 
below y^ = I. 

The geometry and main flow features are seen in Fig. 2(a) 
which shows skin friction profiles predicted by the two k-e and 
k-uj models. Figures 2{b-e) compare predictions with experi
mental data of velocity and normal Reynolds stress at two 
streamwise stations: one at the reattachment location, the other 
well downstream of it. The k-e GA model predicts this flow best, 
capturing the reattachment location. However, it also predicts a 
post-reattachment peak in skin friction which the other two 
models avoid. The k-e r and k-uj models predict almost identical 
skin friction distributions, but the velocity and normal stress 
profiles are better predicted by the former. 

A 225 X 150 grid was also employed and verified grid inde
pendence of the reported results, as seen in the figures. The 
shift in the results computed on the two grids is small even at 
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Fig. 2(/i) 45 deg slanted backstep: streamwise velocity profiles at 
x /H = 8, M = 0.1 
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Fig. 2(c) 45 deg slanted backstep: normal Reynolds stress profiles at 
x/H = 8, M = 0.1 

the Reynolds stress level. Solution convergence, based on skin 
friction history at x/H = 15, is shown in Fig. 2(f). 

4.3 Supersonic Flow Over a Compression Ramp. This 
is the supersonic two-dimensional flow over a 24 deg ramp 
measured by Settles (1979), with additional data by DolUng 
and Murphy (1983), and by Selig (1989). An oblique shock, 
impinging on the boundary layer ahead of the ramp corner 
(due to upstream influence), induces flow detachment, with 

— , 9 

k-e GA 
k-e tau 
k-e tau 225X150 
k-wmod 

OExp. data 

Fig. 2(d) 45 deg slanted backstep: streamwise velocity profiles at 
x /H = 15, M = 0.1 
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Fig. 2(e) 45 deg slanted backstep: normal Reynolds stress profiles at 
x/H = 15, M = 0.1 
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ntXO.OOl 

Fig. 2 ( 0 45 deg slanted backstep: solution convergence history, 
M = 0.1 

subsequent reattachment onto the ramp surface. The origin of 
the (x, y) Cartesian coordinate system is located at the comer, 
with directions along and normal to the upstream flat plate, 
respectively. These coordinates are scaled by the boundary layer 
thickness upstream of the shock, SQ. Wall pressure (p„) is scaled 
by the upstream inflow pressure (p«>). The computation was 
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M = 2.84 
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Fig. 3 (e ) Compression ramp: solution convergence lilstory, 2D 24 deg 
ramp, M = 2.84 

Numerical predictions of this case are known to be strongly 
dependent on inflow conditions (Loyau and Vandromme, 
1994). The inflow Mach number was 2.84; Re^ = 7.3 X 10'/ 
m; total temperature 262 K; and static pressure 24 kPa. Wall 
temperature was 276 K but adiabatic conditions were assumed, 
according to the experimental report (Settles et al., 1979). The 
measured upstream boundary layer thickness, 6o = 0.023 m, 
was located at xlba = -3.0. The computational inflow was 
placed at XI&Q = -21.7 and a compressive equilibrium turbulent 
boundary layer (wake strength parameter 11 = 0.55) of thick
ness <5,„/(So = 0.6 was imposed to enable matching the measured 
boundary layer upstream of the strong interaction region, k^ 
was set corresponding to a freestream turbulence level T = 
0.8 percent, and e„ was set to a level that imposed freestream 
eddy viscosity on the order of the molecular one. The inflow 
profiles of k and e were the following: 

Fig. 3 (c ) Compression ramp: streamwise velocity profile at ramp cor
ner, 2D 24 deg ramp, M = 2.84 

k = min 
0.1 

0.035y+ U+M^ y^ < 10 

done on two grids: a 99 X 99 and a 150 X 150 mesh, both with 
at least 8 cells inside the viscous sublayer, first centroidal point 
off the wall being at y * < 1. The grids were clustered in the x 
direction too, with (Ax)nii„ = 0.1(5o, located at the ramp corner. 
The smaller grid was recommended in the ETMA workshop on 
evaluation of turbulence models for compressive flows (Loyau 
and Vandromme, 1994). 

k = max i fc 
10 

390 

h = 200y^ 

1 _ /-"3/4 "•«' 

> 10 
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/„ = min {Ky(l - e"^"'"), L 

/ = min {/;, /„} 
1,3/2 

where y* = ypujfj, and the friction velocity Ur = 'Jir/pX • 
Figures 3(a-d) show predictions and data comparisons of 

surface pressure, skin friction, corner velocity profiles, and cor
ner e profiles. A sketch, showing the geometry and main flow 
features, is included in Fig. 3(a). As observed in this figure, 
the fine grid results are slightly shifted relative to the 99 X 99 
mesh solution, but further grid refinement did not change the 
predictions. All reported k-e r model results are on the fine 
grid. 

The k-uj model clearly outperforms the two k-e models in 
predicting this flow case. This is consistent with previous results 
reported in the literature, Wilcox (1990) and Marshall and Dol
ling (1992). Note, however, the greatly improved performance 
of the k-e T model over the k-e GA model in predicting skin 
friction. The artificial post-reattachment peak, predicted by the 
latter (and by many other k-e models (Launder, 1988) has been 
completely ehminated by the new model. In addition, the extent 
of flow separation has increased, although not to the magnitude 
predicted by the k-io model. Note in Fig. 3 (^) that the e profiles 
predicted by both k-e models feature a local maximum level at 
the wall, in qualitative agreement with DNS data (Mansour et 
al, 1988). As expected, the near-wall magnitude of e predicted 
by the k-e T model is much reduced relative to that of the k-e 
GA model due the E term in the former. 

Figure 3(e) is a convergence history plot based on skin fric
tion well downstream of flow reattachment. 

5 Concluding Remarks 
This paper proposed and evaluated a wall-distance-free low-

Re k-e model in which the e transport equation includes an extra 
source term designed to increase the level of e in nonequilibrium 
flow regions with attendant decrease in the kinetic energy and 
length scale magnitudes in order to improve predictive capabil
ity of flows with adverse pressure gradient. Comparing the per
formance of this model to that of a more traditional low-Re 
k-e model showed a marked improvement in near-wall flow 
prediction, manifested in skin friction characteristics: the typical 
post-reattachment peak has been ehminated, and the extent of 
the reversed flow has increased. While the new model may still 
underestimate the size of the separation bubble, compared to 
predictions by Wilcox's k-u> model, it is not subject to ambiguity 
in regard to the wall boundary condition for e, in contrast to 
that of u>, as demonstrated in the flat plate flow example. 

The proposed k-e model is tensorially invariant and frame-
indifferent, applicable to arbitrary topologies and moving sur
faces. It is suitable for flow solvers based on structured, unstruc
tured or hybrid book-keeping, and usable on any computer ar
chitecture, including the increasingly popular massively parallel 

processors. It also proved numerically robust and easy to use. 
A nonlinear extension of the model will be considered to further 
enhance its performance. 
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High-Speed PIV Analysis Using 
Compressed Image Correlation 
With the development of Holographic PIV(HPIV) and PIV Cinematography (PIVC), 
the need for a computationally efficient algorithm capable of processing images at 
video rates has emerged. This paper presents one such algorithm, sparse array image 
correlation. This algorithm is based on the sparse format of image data—a format 
well suited to the storage of highly segmented images. It utilizes an image compression 
scheme that retains pixel values in high intensity gradient areas eliminating low 
information background regions. The remaining pixels are stored in sparse format 
along with their relative locations encoded into 32 bit words. The result is a highly 
reduced image data set that retains the original correlation information of the image. 
Compression ratios of 30:1 using this method are typical. As a result, far fewer 
memory calls and data entry comparisons are required to accurately determine 
tracer particle movement. In addition, by utilizing an error correlation function, pixel 
comparisons are made through single integer calculations eliminating time consuming 
multiplication and floating point arithmetic. Thus, this algorithm typically results in 
much higher correlation speeds and lower memory requirements than .spectral and 
image shifting correlation algorithms. This paper describes the methodology of sparse 
array correlation as well as the speed, accuracy, and limitations of this unique 
algorithm. While the study presented here focuses on the process of correlating 
images stored in sparse format, the details of an image compression algorithm based 
on intensity gradient thresholding is presented and its effect on image correlation is 
discussed to elucidate the limitations and applicability of compression based PIV 
proces.sing. 

1 Introduction 
Until recently, Particle Image Velocimetry, PIV, has been 

limited to applications in which two-dimensional, instantaneous 
velocity measurements are of interest. Most flows, however, are 
unsteady and three-dimensional in nature and thus, there has 
been a growing effort to develop three-dimensional velocity 
measurement techniques and techniques to quantitatively re
solve unsteady flows. This effort has resulted in the develop
ment of Holographic PIV (HPIV) and PIV Cinematography 
(PIVC). Both these techniques are highly computationally in
tensive often requiring the determination of millions even tens 
of millions of vectors. With present software processing speeds, 
a single experimental run using HPIV or PIVC can take several 
hours of computer time to obtain results. Because of this, dedi
cated coprocessors are often utilized in these applications. These 
costly coprocessors, although significantly faster than present 
PC software processing, are still slower than desired. Ideally, 
one would like to process HPIV and PIVC images at a rate 
faster than they can be acquired. This negates the need to store 
the images requiring only that the results be stored. It also 
allows an investigator to observe PIVC results in near real-time 
and potentially use the information for system feedback control 
in much the same way LDV systems are now being used in 
industry. 

At present, electronic imaging systems operate with pixel 
transfer rates on the order of 10 million pixels per second. At 
8 bits per pixel, this is roughly twice the speed at which most 
PC's can stream uncompressed data to a hard disk. Even com
pressed by a factor of ten, more than one megabyte of storage 
is needed for each second of video signal. A typical statistical 
correlation with 64 X 64 pixel windows and 50 percent overlap 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
June 26, 1996; revised manuscript received May 4, 1998. Associate Technical 
Editor: J. Katz. 

requires more than 75 million multiplications and 225 million 
memory calls per second to process data at this rate—far faster 
than the capabilities of present PC technology. Fourier correla
tion techniques require significantly fewer operations but due 
to multiple memory calls and floating-point calculations, their 
processing requirements are still well beyond present PC capa
bilities for real time PIVC or video rate processing of HPIV 
images. Thus, if video rate PIV processing is to be achieved 
without the need for a dedicated coprocessor, an algorithm must 
be developed that significantly reduces the number of memory 
calls and arithmetic operations. This paper introduces one such 
algorithm, sparse array image correlation. 

2 Methodology 
Sparse array image coirelation is based on storing and correlat

ing a compressed data set that retains the particle displacement 
information from the original PIV image. By reducing coding and 
interpixel redundancy, far fewer memory caUs and calculations 
must be made to correlate the image. PIV images typically contain 
significant data redundancy. Compression ratios of 30:1 or greater 
are normal. Thus, since the time required to correlate an image 
is proportional to the square of the number of data entries, signifi
cant gains in processing speed are possible. 

Background. The simplest form of data reduction that can 
be made to a PIV image is to eliminate the low intensity pixels 
from the image file. Since the low intensity pixels contribute 
little information about particle displacement, their elimination 
has very little effect on the accuracy of the image correlation. 
Several high-speed algorithms have been developed based on 
this type of data reduction. The most recent of these algorithms 
is the one by Hatem and Aroussi (1995) in which a probability 
histogram of possible particle displacements is used to deter
mine the velocity vector. Unlike Hatem and Aroussi's algo
rithm, sparse aiTay image correlation relies on a true correlation 
of the image—it is not a particle tracking type algorithm and 
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it does not rely on the binary (0, 1) representation of particles. 
The relative intensity difference between pixels is maintained 
despite the utilization of an image compression scheme. A more 
pertinent algorithm to the present algorithm is the one by Lan-
dreth and Adrian (1987) in which each section of an image is 
orthoganally compressed and the low intensity pixel combina
tions are eliminated from the data before it is correlated. Like 
the present algorithm, Landreth and Adrian's algorithm pro
cesses the data in a sparse format. This is the basic scheme by 
which the present algorithm correlates images. Unlike Landreth 
and Adrian's algorithm, however, both coding redundancy and 
interpixel redundancy are reduced during image preprocessing 
without decoupling the x and y correlations. The two-dimen
sional spatial relationship and the relative intensity variation 
between pixels are maintained. Significant speed is gained by 
encoding the remaining data specifically for 32-bit processing 
and utilizing an error correlation function to eliminate multipli
cation and division operations. 

As with all correlation schemes that require preprocessing of 
images, a tradeoff is made between the time required to reduce 
the data set and the time required to correlate the reduced data 
set. The original intent of the sparse array image correlation 
algorithm was to process PIV images at video rates. Therefore, 
the algorithm presented here uses a relatively simple data com
pression scheme to facilitate the processing of a video signal 
as it is being downloaded from a CCD camera. This allows a 
data set from a previous frame to be analyzed at the same time 
the video data from a camera is being compressed. It is desired 
to perform both preprocessing and correlation of the images at 
roughly the same rate, ^ of a second. The result is an image 
compression algorithm that is not necessarily optimized for data 
reduction but allows pipelining of the original image data set 
to reduce image preprocessing time and data transfer latency. 

Image Compression. The first step in sparse array image 
correlation is to generate a data array that contains enough 
information to determine the displacement of particles in a PIV 
image or between two images in the case of cross-correlation. In 
order to facilitate processing, it is desired to retain the minimum 
amount of data to obtain a specified resolution in the final 
results. Unfortunately, it is difficult to determine a priori the 
exact information that is needed to achieve this. It can be shown, 
however, from the statistical correlation function. 
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that pixels with high intensity contribute more to the overall 
value of the correlation coefficient than pixels of low intensity. 
This characteristic of the statistical correlation function ad
versely affects the ability to determine the subpixel displace
ment of tracer particles in a PIV image by unduly weighting the 
significance of high-intensity pixels. Much of the information 
contained in a PIV image that allows subpixel resolution of 
tracer particle movement resides in the intensity of pixels repre-

Fig. 1 Typical 64 x 64 pixel region of a PIV image 

senting the edges of the particle images. It is not the level of 
pixel intensity in a PIV that allows the displacements to be 
determined through correlation. It is the relative change in inten
sity between the background and the tracer particle images that 
makes this possible. In much the same way two blank pieces 
of paper are aligned on a desk, image correlation relies on the 
change in intensity around the edges of the objects being aligned 
and not the featureless, low intensity gradient, regions. Thus, 
in principle, all pixels in low intensity gradient regions can be 
eliminated from a PIV image with only a slight loss in correla
tion information as long as the relative positions and intensities 
of the remaining pixels are maintained. Except for a small num
ber of pixels representing tracer particles, PIV images are pre
dominantly blank. Therefore, the data size necessary to deter
mine tracer particle movement within PIV images can be sig
nificantly reduced with little or no loss in accuracy. This is the 
basis by which sparse array image correlation works. Eliminat
ing pixels that have little effect on the determination of tracer 
particle movement reduces the data set representing a PIV im
age. The remaining pixel intensities are recorded in sparse for
mat along with their relative positions. This sparse data set is 
then used to determine movements of the tracer particles in the 
fluid. 

Segmentation. PIV images are strongly bimodal, com
posed of light particle images on a dark background. Fig. 1. It is, 
therefore, relatively easy to eliminate low intensity, background, 
pixels from the data. The simplest technique to accomplish this 
is to set a threshold level and retain only those pixels with 
intensities above the threshold. A relatively robust and accurate 

N o m e n c l a t u r e 

$ = correlation function 
P = characteristic image pixel size 

[m] 
A = correlation search length [pix

els] 
A.S = imaged particle displacement 

[m] 
At = time between image exposures 

[s] 

Ai, 
Aj = difference in pixel image [pixels] 
V = gradient operator 
y ~ image compression ratio 
V = flow velocity [m/s] 
D = particle image diameter [m] 

Gy = relative flow divergence 
/ = pixel intensity 

ij = image coordinates [pixels] 

m, n = data array indices 
/ = variable-length encoded data en

try length [pixels] 
M = image magnification [m/pixel] 

M, N = interrogation image diameter 
[pixels] 

u, V = pixel displacement inx andy di
rections [pixels] 

X, y = pixel image coordinates [pixels] 
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(a) 

(b) 

(c) 

Fig. 2 Illustration of the effects flow divergence on correlation 
processing 

technique for setting the appropriate threshold level is to per
form a histogram concavity analysis (Rosenfield and De La 
Torre, 1982). A simpler and somewhat faster technique is to 
generate an intensity distribution curve that indicates the num
ber of pixels with intensities above a specified level. Since the 
curve is an accumulation of pixel numbers, it is piecewise 
smooth, at least to the resolution of the CCD camera and thus, 
it is a simple matter to select a threshold level that corresponds 
to a specific slope on the curve. This technique is not as robust 
or accurate as the histogram concavity analysis but, because the 
pixel intensities in PIV images are so strongly bimodal, the 
precise threshold level is often not critical. 

Several PIV and Particle Tracking Velocimetry (PTV) algo
rithms have been developed based on the intensity thresholding 
of images (Hart, 1996, and Hatem and Aroussi, 1995). While 
at first this appears to be a simple and robust way of reducing 
a PIV image, there are a number of difficulties with this method 
that makes it inappropriate for poor quality images. Consider a 
double exposed one-dimensional intensity plot of two tracer 
particles in a flow. Fig. 2{a). The intensity profile of the particle 
images appear Gaussian with a spot diameter that depends on 
the particle diameter, image magnification, imaged wave length, 
pixel size, focal length, and aperture of the camera,recording 
the image. As illustrated by the distance traveled between expo
sures of the two tracer particles in this figure, Asi and As2, any 
gradient in the flow, VP, over the observed region results in 
unequal displacements between the first and second exposures 
of the tracer particles. If (A^i - AS2) is small relative to the 
particle image spot diameter, D, then the peak correlation of 
the sub-window is an average of the displacements represented 
by the double exposure of the two particles, (Asi - As2)/2, 
Fig. 2{b). If, however (As, - AS2) is large relative to D, 
then there exists no clear peak correlation, Fig. 2(c) . Although 
algorithms exist that are highly robust to large local velocity 
gradients in the flow such as the spring model algorithm by 
Okamoto et al. (1995), in general, large velocity gradients result 
in an increase in spurious vectors. Thresholding an image has 
the effect of reducing the spot diameter of the particle images 
as illustrated by the dotted line in Fig. 2(a). Thus, thresholding 
can result in a loss in the information necessary to obtain aver
age particle displacement information. Furthermore, most PIV 
images suffer from an inconsistency in the relative intensity 
between particle images. This is particularly true of images 
that are under exposed. In these cases, the information lost by 
thresholding to obtain significant data reduction can result in 
the loss of particle displacement information even for relatively 
small flow divergence. 

A more robust, although slightly more computationally inten
sive, method of segmenting an image is to rely on the magnitude 
of the gradient in intensity of the pixels in the image. To reduce 
computational intensity, the magnitude of the intensity gradient 
can be approximated as the absolute value of the gradients in 
the X and y directions, | V / | s \dl/dx\ + \dl/dy\. To first 
order, | V / | = |/(,+,j)-/(,,,•) | -I- | / ( i j+i)-/( , j) | . An appropriate 
magnitude for the cutoff in the intensity gradient can then be 
selected in the same manner as it is done for intensity thresh
olding. Pixel intensities in regions where the gradient is suffi
ciently high are retained and the rest are discarded (assumed 
to have a value of zero). The result is the compression of an 
image where only the pixels around the edges of tracer particles 
are retained. The center of the particle images which have a 
low intensity gradient are discarded. Fig. 3. Because of this, 
intensity gradient segmentation of PIV images usually results 
in a smaller data set than images segmented by intensity thresh
olding. The gradient method of segmentation is the method of 
choice for most bimodal images (Gonzalez, Woods, 1993). It 
is, however, particularly well suited to the compression of im
ages for correlation since it is the change in pixel intensities 
that allows subpixel particle displacements to be determined by 
correlation and not the average intensity of the particle images. 
Figs. 4 and 5. 

Data Encryption. Once an image is compressed, it is 
stored with each pixel indices and intensity combined into a 
single 32-bit word. This reduces the number of memory calls 
that must be made when correlating. For example, 1 = 2, j = 
2 ,1 = 254 is stored as OOOOOOOOOOIOOOOOOOOOOOIOIIUIUO 
binary = 2,097,918. By masking the bits, the values of i, j , 
and I can be extracted from this single entry in a few clock 
cycles of most processors. 

Along with the sparse image array, an indices table is gener
ated which contains the location in the sparse image array of 
the first entry representing a pixel combination in the next line 
of a PIV image. This line index array is used to jump to the 
next value of j in the sparse image array when a specified pixel 
separation is exceeded in the ith direction. When correlating 
large images, this index array significantly speeds processing. 

Window Sorting. The reduction in the number of data en
tries in the PIV image data set by the elimination of pixels in 
regions with a low intensity gradient and the encoding of the 
remaining data greatly improves the speed at which correlation 
windows can be sorted from the data set. In addition, the line 
index array reduces the number of multiple entries into the 
sparse image array that must be made to extract the pixels 
located in a given correlation subwindow. Despite this, window 
sorting is a slow memory intensive task that requires consider
able processing time. The present algorithm requires almost as 
much time to sort the correlation subwindows from the image 
data as it does to correlate the subwindows once they have been 
sorted. 

Correlation window sorting in sparse array format is consid
erably more difficult than it is in an uncompressed format since 
the spacing of the data entries is image dependent. A simple 

Fig. 3 Particle Image Intensity plot illustrating the effect of gradient 
pixel segmentation 
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Fig. 4 Reconstructed image of figure 1 after 30:1 gradient level 
compression 

Subwindow Correlation. By using the error conelation 
function rather than a statistical correlation function, image cor
relation can be carried out using integer addition and subtraction 
only. These are very fast operations for most microprocessors 
requiring only a few clock cycles. It is far faster to perform 
these calculations than to use a "look-up table" scheme to 
avoid 8-bit or 4-bit pixel multiplication. The use of the error 
correlation function, therefore, significantly improves pro
cessing speed over the more commonly used statistical correla
tion function. A detailed analysis of the error correlation func
tion in comparison to the statistical correlation function is pre
sented in a paper by Roth et al. (1995). It was shown that the 
error correlation function produces essentially the same results 
as the more computationally intensive statistical correlation 
function. 

The error correlation function can be expressed as, 

2 2 [/„,„ + /,„ -Ai,n + A; |/„, ^m + Ai,n + Aj I 

$. A/,Aj 
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M 
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block transfer as is commonly done in an uncompressed format 
cannot be done in the sparse array format. A solution to this is 
to generate the sparse array at the same time that the correlation 
windows are being extracted from the image. This technique 
works well, as long as there is no significant overlap of the 
correlation windows. If there is significant overlap, the number 
of redundant memory calls greatly slows processing. The most 
computationally efficient technique is to presort all of the corre
lation windows as the sparse array is generated. This technique 
requires a significant increase in memory storage depending on 
the overlap in the correlation windows. A 50 percent overlap 
results in a four times increase in memory storage. The 32-bit 
sparse array data encryption scheme, itself, requires four times 
the number of bits per pixel. Therefore, there is an increase 
in memory storage requirement by a factor of sixteen. Image 
compression, however, sufficiently reduces the number of data 
entries such that there is a net reduction in data storage by 
roughly a factor of four compared with storing the entire image 
in memory at one time. In addition, presorting the windows in 
this manner moves the processing time for window sorting from 
the basic correlation algorithm into the image-preprocessing 
algorithm. This allows more time for image correlation within 
the ̂  of a second video framing speed. Presorting the correlation 
subwindows at the same time the image is compressed is, there
fore, the optimum solution in the majority of applications. 

Search Length Selection. Processing speed can be further 
increased while, at the same time, reducing the odds of obtaining 
spurious correlation values by limiting the search for a maxi
mum correlation. This is done by allowing the user to specify 
a maximum change in Ai and Aj based on knowledge of the 
image being correlated. An adaptive scheme can be used to 
narrow the correlation search—a scheme that predicts the range 
of correlation values to calculate based on previous calculations 
from subwindows of the same image. This procedure, however, 
is not particularly robust and can result in spurious errors in 
obtaining the maximum correlation. Because the sparse array 
correlation process is inherently very fast, adaptive schemes 
generally do not gain enough processing speed to warrant their 
use. It is sufficient to set a single value for the correlation range 
for an entire image. 

The value of this correlation function ranges from 1 when the 
images are perfectly correlated to 0 when there is no correlation 
between the images. Because it relies on the difference in pixel 
intensities, it- does not unduly weight the significance of high-
intensity pixels as does the statistical correlation function. Aside 
from being faster to calculate than the statistical correlation 
function, it has the added benefit of being easier to implement 
in hardware without the need for a microprocessor. The error 
correlation function, therefore, has potential for use in hardware 
based PIV systems. 

Unlike the more common statistical correlation function, the 
error correlation function used in sparse array image correlation 
is not computed one entry at a time. The entire correlation 
table is constructed by summing entries as they are found while 
iterating through the sparse image array. When auto-correlating 
subwindows, each entry in the sparse image array is compared 
with the entries below it and a correlation approximation be
tween the entries is added into the correct location in the correla
tion table based on the difference in i and j between the array 
entries. If the location is out of range of the specified search 
length in the ith direction, the entry is ignored, and processing 

Fig. 5 Correlation table resulting from sparse array auto-correlation of 
the image in Fig. 4 
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continues with the next entry specified in the line index array. 
If the location is out of range in the j th direction, the entry is 
ignored and a new series of iterations are made starting with 
the next sparse image array entry. Because the sparse array is 
correlated from the top down, only the half of the correlation 
table representing the positive j direction is calculated. The 
auto-correlation of an image is symmetrical and thus, calcula
tion of both halves of the correlation table is unnecessary. 

Cross-correlation is accomplished by generating two sparse 
image arrays representing the two images being correlated. The 
entries of one array are then compared to all of the entries of 
the other array that are within the search length. Because the 
difference in array indices can be both positive and negative in 
the i and j directions, the entire nonsymmetrical correlation 
table is calculated. 

Once the correlation table is complete, the table is searched 
for the maximum correlation value. A simple bilinear interpola
tion scheme is then used to determine the correlation maximum 
within subpixel resolution. Bilinear interpolation is ideal in this 
application since reducing the data set by image preprocessing 
and using the error correlation function results in a very steep, 
nearly linear, correlation peak. 

0.6 O.B 1 1.2 1.4 
Compression Ratio/Pixel Search Length 

Fig. 6 Semi-log plot of the computational processing intensity of FFT 
spectral correlation relative to sparse array correlation as a function of 
tlie compression ratio divided by the search length for N = 32, 64, and 
128 

3 Processing Speed 

Computational Intensity. The computational intensity of 
sparse array image correlation is comparable to the better known 
statistical correlation technique except that the image data set 
is compressed in preprocessing. If the data set is reduced to a 
fraction, y, of the original image data set, than the number of 
data comparisons that must be made, the computational inten
sity, is, j-y A ^ (yN^ - 1) + yN^ for sparse array auto-correlation 
and y^A^N^ for cross-correlation. For PIV images where 
the particle seeding densities are high such that, yN'^ > 1 and 
yA^ > 1 then jyA^iyN^ - 1) + yN^ is approximately equal 
to, ^y'^A^N^. A typical PIV data set can be reduced by a factor 
of 30 such that y = h- Thus, a typical 64 X 64-pixel correlation 
subwindow requires a little less than one thousand data compari
sons to complete an auto-correlation with a search window of 
20 X 20 pixels. During each comparison, three memory calls 
are made, one to retrieve a data entry to be compared with the 
data entry already in the processors register, one to retrieve 
the value of the correlation table entry, and one to place the 
comparison result in memory. Memory calls require a great deal 
more processing time than integer addition and subtraction so 
that the time for each data entry comparison is essentially the 
time it takes to make these memory calls (Hennessy and Pat
terson, 1990). PCI based systems can transfer over 60 Mbytes 
of data per second or about two million 32-bit data entries per 
second over the bus. By ordering data entries sequentially when 
extracting the correlation subwindows from the image data set, 
bus transfer rates of this speed can be achieved by block mem
ory transfers. Thus, correlation speeds of 2000 vec./s are theo
retically possible for typical PIV images under these conditions. 

Speed Relative to Spectral FFT Correlation. FFT spec
tral correlation is known to be a computationally efficient 
method of PIV processing. It is accomplished by taking the 
two-dimensional Fourier transform of an image and multiplying 
it by the complex conjugate of the Fourier transform of another 
image (or the same image in the case of auto-correlation) before 
taking the inverse transform. The computational intensity of 
this method of image correlation is of order N^ log (N). In 
comparison, sparse array image correlation is an N^ algorithm 
for a fixed correlation search length, A. It is, therefore, faster 
than FFT spectral correlation as long as (Ay)^ is smaller than 
about log (N). At low compression ratios, 7 = 1 , FFT spectral 
correlation is far faster than sparse array correlation for any 
reasonable correlation search length. At compression ratios 
greater than A/2, however, sparse array image correlation re

sults in significant computational savings as is illustrated in 
Fig. 6 by plotting the computational intensity of FFT spectral 
correlation divided by the computational intensity of sparse 
array correlation for correlation windows of A' = 32, 64, and 
128. 

4 Accuracy and Robustness 
The process of correlating images in sparse format using the 

algorithm presented here is independent of the method by which 
the image data set is generated. With no compression of the 
image, sparse array image correlation is identical to the more 
common statistical image shifting correlation method except for 
the use of the error correlation function. A comprehensive study 
of the error correlation function by Roth et al. showed that there 
exists no significant variation between the results from the error 
correlation function and that of the statistical correlation func
tion (Roth et al., 1995). There is, thus, no reason to believe 
that the error correlation function is any more or less accurate 
than statistical or spectral correlation techniques. Any inaccu
racy or lack of robustness in the present algorithm can be attrib
uted entirely to the loss of data from image compression. The 
speed of sparse array image correlation, however, is strongly 
dependent on the reduction in the image data set through com
pression. Little is gained by using this algorithm if the data 
set remains unchanged. It is therefore necessary to address the 
problems associated with image compression to assess the limi
tations of the sparse array image correlation algorithm. 

Velocity Gradient Affects. A method of determining the 
probability that a particular correlation is valid is to perform a 
nonparametric correlation and observe the peak correlation 
value relative to the mean. This method provides an indication 
of the probability that a particular correlation is valid. Unlike 
the more common parametric correlation processing used for 
PIV that provides information about the relative value of corre
lations within a particular subregion, nonparametric correlation 
can be used to compare the correlations from one subregion to 
the next. Nonparametric correlation can be accomplished by 
ranking the pixels in an image before correlation. Pixels with 
the same intensity are assigned an average of the rank they 
would receive if they had different values. Images with a poor 
rank correlation value relative to the mean are more likely to 
produce spurious vectors and to lack information needed to 
obtain accurate subpixel resolution. Thus, nonparametric corre
lation provides, in essence, a measure of the correlation signal 
to noise ratio. 
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Relative non-parametric correiation coefficient plotted as a func-
intensity threshold image compression for Gy = 0 , 1 , and 2 

As discussed in Section 2, the particle image diameters are 
important for resolving the average particle displacement in 
flows where there exist large gradients in the flow velocity. This 
is the factor which image compression affects the most. Other 
parameters such as seeding density, average flow velocity and 
relative correlation window size that influence all PIV correla
tion processing are unaffected. Using rank correlation, the ef
fects of intensity threshold compression are plotted in Fig. 7 
for several values of the ratio of the flow divergence to the 
particle image diameter based on the correlation window diame
ter, iV, Gv = (M| V • z> \NAt/D). For ideal PIV images where 
there exists no divergence in the flow, Gy = 0, and no variation 
in peak image intensity, the compression ratio has little effect 
on the relative correlation of the image until a significant portion 
of the data of the tracer particle images are eliminated. These 
images can be compressed to a small fraction of their original 
size and retain enough correlation information to determine the 
subpixel displacement of the tracer particles. As shown in Fig. 
7, images where Gy does not equal zero are affected to an 
increasingly greater extent by compression as Gy increases. 

Intensity Variation Effects. Variations in intensity re
sulting from poor illumination and/or variations in particle char
acteristics severely affect the ability to extract particle displace
ment information from a PIV image using correlation. This is 
particularly true of auto-correlation processing, as there often 
exists a systematic intensity variation between the first and sec
ond exposures of the particle images. This type of intensity 
variation adversely affects both spectral correlation and com
pressed image correlation processing. It, however, limits the 
level to which an image can be compressed and thus has a 
much more pronounced effect on the speed and accuracy of 
compressed image correlation. Nonsystematic intensity varia
tions, which result from differences in tracer particle character
istics and non-uniform illumination, affect both spectral correla
tion and compressed image correlation to roughly the same 
degree. 

Consider the Gaussian intensity profile of a tracer particle 
image. This profile can be approximated by /̂  = he"'-'^-^'"^'' 
where /„ is the peak intensity of a particle centered at {x„, y^) 
and r is the distance from the center. The magnitude of 
the gradient in intensity is then equal to |V/r | = 
{31rI„piD^)e~'^'*'^''"^^ where 0 is the characteristic size of a 
single pixel in the image. The maximum magnitude of the inten
sity gradient of a particle image occurs at a distance r = D/4.3 
and has a value | V/r=D/4.31 = 8.6(/„/9/D). If an intensity gradi
ent threshold level is set above this value, all correlation infor
mation for this particle will be lost. Note, however, that the 

50 100 150 
Compression Ratio 

Fig. 8 Relative non-parametric correlation coefficient plotted as a func
tion of intensity gradient image compression (dotted line) and intensity 
threshold compression (solid line) for the image in Fig. 1 

minimum particle diameter is roughly D/2 as long as the inten
sity gradient threshold level is set below 8.6(/o/3/D). This is not 
true of image segmentation based on intensity level thresholding 
where the particle image diameter approaches zero as the thresh
old level is increased. If there are significant variations in paiti-
cle peak intensities within an image, however, then both meth
ods of image segmentation adversely affect correlation although 
intensity thresholding to a somewhat less extent for the same 
compression ratio. This is illustrated in Fig. 8 by plotting the 
nonparametric correlation peak value obtained from Fig. 1 as a 
function of compression ratio for both gradient level compres
sion and threshold compression. As illustrated in this figure, 
threshold intensity compression results in less information loss 
at low compression ratios. At higher compression ratios, how
ever, gradient intensity compression results in less information 
loss. In many instances, image compression can greatly enhance 
the ability to obtain the correct correlation value by eliminating 
background information thus effectively improving the signal 
to noise ratio. This is clearly illustrated in Fig. 8 by a peak in 
the nonparametric correlation for threshold compression that 
occurs at a compression ratio near 30. This is an anomaly of this 
particular image indicating that the image contains significant 
correlated background noise below the threshold level at this 
compression ratio. 

In practice, exposure levels are difficult to control and image-
recording devices have limited intensity resolution. PIV images 
that have been over exposed have tophat particle image intensity 
profiles. Fig. 9. While this results in some information lose. 

Fig. 9 Tophat profile of a particle image which has reached the satura
tion level of the image recording media 
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Fig. 10 Typical pair of PIV images recorded from a Cardio Assist Device, 
CAD 

these images often correlate accm^ately for the same reason 
images compressed using intensity gradient thresholding corre
late accurately—it is the change in intensity at the edges of the 
particle images that hold the information necessary for accurate 
correlation and not the low gradient regions near the center of 
the particle images. PIV images that are slightly over exposed 
are often better suited to intensity gradient compression rather 
than intensity threshold compression. This is because the satu
rated intensity regions of the particle images that contain little 
correlation information and have a low intensity gradient are 
eliminated from the data. Because intensity gradient image com
pression is more robust to variations in image exposure, it is 
generally a better choice for PIV image compression although 
it results in slightly more information loss at moderate compres
sion ratios. 

5 Experimental Demonstration 
Variations in particle image intensity and size, correlated 

background noise, poor contrast, insufficient illumination and 
optical aberrations are only a few of the many factors that 
effect the quahty of experimental images. For this reason, a 
comparison was made between spectral correlation and sparse 
array correlation based on the processing of experimentally ob
tained PIVC images of a highly unsteady vortical flow. 

Images were used from the experimental measurement made 
of the flow inside a Cardio Assist Device, CAD. This device is 
used to aid the flow of blood in patients with weakened hearts. 
The flow in this device is highly unsteady and exhibits strong 
vortical flow formations (Huang et al., 1997). A frequency 
doubled Nd:YAG laser was used to illuminate a 10 cm X 10 
cm area. The flow was seeded with 50 ij,m florescent particles. 
A Pulnex, TM-9701 512 X 486 pixel CCD camera, recorded 
PIVC images at 30 Hz. Typical images are shown in Fig. 10. 
Because of the curvature of the wall, all of the images exhibit 
significant variations in light intensity. These images were spe
cifically chosen for comparison with the spectral correlation 
method because they exhibit features that are poorly suited to 
processing in sparse format. These features include significant 
local variation in illumination, large gradients in the flow veloc-
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Fig. 12 Vector map obtained from sparse array cross-correlation of the 
images in Fig. 10 with a 100:1 compression ratio 

ity, heavy seeding densities, and very small tracer particle move
ment between images (less than 1 pixel on average) requiring 
accurate subpixel interpolation to resolve flow structures. Be
cause of these features, the test images provide a means of 
illustrating the limitations of sparse array image correlation. 

The experimental images were processed by cross-correlation 
using 64 X 64 pixel subwindows that overlapped by 50 percent 
in both the x and y directions. When compressed 30; I with a 
maximum correlation search length of 32 pixels, the sparse 
array algorithm processed these images at roughly 300 vec./s 
on a Pentium 166 MHz computer with 16 Mbytes of memory. 
This was about sixty times faster than spectral correlation, 
which generated 5 vec./s on the same machine. An example 
of the output of both sparse array correlation and of spectral 

Fig. 11 Vector map obtained from sparse array cross-correlation of the 
images in Fig. 10 with a 30:1 compression ratio (left) and by spectral 
correlation (right) 

Fig. 13 Vector map obtained from sparse array cross-correlation of the 
images in Fig. 10 using a 200:1 compression ratio 
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correlation of the images in Fig. 10 is shown in Fig, 11. Sparse 
array correlation yielded results that were typically within 0.05 
pixels of spectral correlation. No significant variation between 
the two correlation algorithms was observed with image com
pression ratios below 50:1. At higher compression ratios, 100:1, 
differences in the velocity profile in low velocity areas were 
observed. Fig. 12. These variations, on the order of 0.05 pixels, 
are the result of information loss due to compression. At much 
higher compression ratios, 200:1 and higher, sparse array image 
correlation generated significant spurious vectors near the wall 
of the test section and in other regions where high velocity 
gradients exist. Fig. 13. This behavior is consistent with the 
analysis discussed in Section 4. At these extremely high com
pression ratios, each vector represents the correlation of less 
than thirty pixels. 

6 Summary and Conclusions 
Sparse array image correlation is a technique by which PIV 

images can be accurately processed at high-speeds. It is based 
on the compression of images in which the number of data set 
entries containing tracer particle displacement information is 
reduced. Very high correlation speeds are obtained by en
crypting the reduced data set into 32-bit integers and correlating 
the data entries using an error correlation function to eliminate 
multiplication, division and floating point arithmetic. 

The maximum correlation value associated with sparse array 
image correlation is characterized by a steep peak that improves 
subpixel interpolation. The performance of this method of image 
correlation, however, is largely dependent on the level to which 
an image can be compressed without losing significant correla
tion information. Thus, the performance of this correlation 
method relative to the better known spectral correlation method 
is image dependent. 

Through an analysis of the affects of flow divergence, tracer 
particle image diameter, and intensity variations, it was shown 

that typical PIV images can be highly compressed with no 
significant lose in correlation information. Characteristic limita
tions of sparse array image correlation were illustrated by com
paring results from the spectral correlation of experimental im
ages with the results from the sparse array correlation of the 
same images at varying levels of compression from 30:1 to 
200:1. For applications requiring extremely high correlation 
speeds such as holographic particle image velocimetry (HPIV) 
and video rate particle image velocimetry cinematography 
(PIVC), sparse array image correlation appears to be a viable 
processing technique. 
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Supersonic Jet Noise Reductions 
Predicted With Increased Jet 
Spreading Rate 
In this paper, predictions are made of noise radiation from single, supersonic, axisym
metric jets. We examine the effects of changes in operating conditions and the effects 
of simulated enhanced mixing that would increase the spreading rate of the jet shear 
layer on radiated noise levels. The radiated noise in the downstream direction is 
dominated by mixing noise and, at higher speeds, it is well described by the instability 
wave noise radiation model. Further analysis with the model shows a relationship 
between changes in spreading rate due to enhanced mixing and changes in the far 
field radiated peak noise levels. The calculations predict that enhanced jet spreading 
results in a reduction of the radiated peak noise level. 

1 Introduction 
Recent interest in the development of a new High Speed Civil 

Transport has renewed research efforts to make the aircraft 
environmentally compatible. One issue is the level of noise 
generated by the supersonic jets exhausting from the propulsion 
systems. Supersonic jets are intense noise generators and means 
must be found to modify the noise generation process to reduce 
radiated noise levels in order for the aircraft to meet community 
noise regulations. A recent review by Seiner and Krejsa (1989) 
discusses the challenge of reducing supersonic jet noise associ
ated with both mixing and shocks while maintaining acceptable 
propulsion system performance requirements. In this paper, we 
focus on the issue of mixing noise and the concept that the 
promotion of rapid mixing of the jet shear layer is an effective 
means of reducing radiated levels of mixing noise. 

At present, the primary means of promoting enhanced jet 
shear layer spreading is either through acoustical or mechanical 
excitation. It is well known that subsonic jet mixing can easily 
be enhanced through acoustic excitation; but, for supersonic 
jets, acoustic excitation is much less effective (Lepicovsky et 
al., 1985). Mechanical means for promoting jet shear layer 
spreading were found to be more effective in supersonic jets 
than acoustic excitation. For example, Ahuja and Brown (1989) 
inserted small tabs into the jet flow at the lip of the nozzle exit. 
Alternatively, Gutmark et al. (1989) used nozzle shaping, such 
as elliptic and rectangular nozzles, to promote increased shear 
layer spreading. Experiments to measure the noise from super
sonic jets with mechanical tabs have been performed by Ahuja 
(1993) and Kobayashi et al. (1993). In both studies, the jets 
contained shocks and for the most part the overall noise reduc
tion was primarily due to the reduction of noise associated with 
shocks. However, the studies did show decreases in noise levels 
in the downstream direction where mixing noise dominates. 
Measurements of noise from perfectly expanded jets from ellip
tic nozzles (Seiner and Ponton, 1991) showed noise reductions 
compared to the equivalent axisymmetric jet. In this case, the 
results depended on the azimuthal angle. 

The amount of experimental research on the effects of en
hanced mixing on radiated jet noise has been much greater to 
date than analytical studies of the same problem. While there 
have been noise predictions for both supersonic axisymmetric 
and eUiptic jets, noise predictions have not been made for super-
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sonic jets with enhanced mixing. It is the purpose of this paper 
to make such predictions for single, supersonic, axisymmetric 
jets and evaluate the resulting noise reduction from simulated 
enhanced mixing that increases the spreading rate of the jet 
shear layer. 

It is known that instability waves are the dominant source of 
mixing noise radiating into the downstream arc of a supersonic 
jet when the phase velocities of the instability waves or large 
scale turbulent structures are supersonic relative to ambient con
ditions (Tam, 1991). The analysis to predict the noise radiated 
to the far field is based on the determination of the axial growth 
and decay of the instability wave in the jet shear layer. In order 
to complete the analysis, the mean flow properties are needed. 
The next section describes the procedure used to determine the 
mean flow development of a jet that models the changes in 
spreading rate according to the operating conditions and simu
lates enhanced mixing. This is followed by a presentation of 
the instability wave noise generation model. The present model 
is preferable to a numerical simulation of the governing distur
bance equations since the model equations enable us to derive 
a relationship between the changes in shear layer spreading rate 
and the changes in far field radiated peak noise levels. This 
relationship would be obscured if a numerical simulation was 
used. The final section shows how radiated noise is affected 
by changes in spreading rate due to changes in the operating 
conditions and shows how simulated enhanced mixing affects 
radiated noise. The analysis that predicts changes in radiated 
peak noise levels with enhanced mixing is also developed and 
the predicted changes are compared with results calculated us
ing the full instability wave noise generation model. 

2 Mean Flow 
This section discusses the procedure used to determine the 

description of the mean flow development of a compressible, 
axisymmetric jet for inclusion in the instability wave noise gen
eration model presented in Section 3. The jet flow is assumed 
to be perfectly expanded, thus the jet static pressure is matched 
to the ambient pressure. Often in the analysis of the mixing 
noise generation in single supersonic axisymmetric jets, the 
axial variation in the mean velocity profile is based on simple 
analytic functions with axially varying parameters. Tam and 
Burton (1984) used a generalized half-Gaussian function to 
describe the mean velocity at all axial locations with the center-
line velocity, the potential core radius, and the jet shear layer 
half-width as the scaling parameters that varied with axial loca
tion. The axial variation of these parameters was determined 
by fitting equations to measured data. In supersonic jets where 
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temperature profiles are not easily measured, the Crocco-Bu-
semann relation can be used to obtain mean density profiles. 
However, in order to use analytic functions to describe the mean 
flow for a variety of operating conditions where there is no 
measured data, the necessary axial variation in the scaling pa
rameters must be predicted which requires a numerically gener
ated mean flow. 

A prediction scheme for the mean flow properties of a jet 
was developed with the capability to compute both single stream 
axisymmetric jets and dual stream coaxial jets as described in 
detail by Dahl and Morris (1997a). A set of compressible, 
Reynolds averaged, boundary layer equations with a modified 
mixing length model to determine the Reynolds stresses was 
used as the basis for the numerical mean flow analysis. Simplic
ity and robustness were emphasized in order to calculate the 
mean velocity and density. This led to the use of a simple 
turbulence model with a consequent high level of empiricism. 
To simulate the effects of enhanced mixing, the coefficient of 
the mixing length model is increased to provide a larger turbu
lent viscosity which causes the jet shear layer to spread faster. 
This turbulence model formulation is described next to show 
how the effects of velocity ratio, density ratio, and compressibil
ity are included in the mean flow calculation. The numerically 
generated mean flow for a single jet is not used directly in the 
inviscid stability calculations but is used to derive the scaling 
parameters for a half-Gaussian function description of the veloc
ity following the approach of Tam and Burton (1984). This 
allows easy calculation of the mean velocity, the mean density, 
and their derivatives along a contour in the complex plane when 
the numerical results exist only on the real axis. This contour 
is required to bypass a singularity that occurs in the inviscid 
stability equations during the course of the calculations for the 
instability wave when it is decaying or damped. 

2.1 Turbulence Model. For the single jet, the Reynolds 
averaged equations contain a Reynolds stress term -pu'v' and 
a heat flux term —pCpv'T' that are described by the following 
mixing-length model: 

-pu'v' = HT 
dr 

and 

-pCpV'T' = 
CpiiT dT 

Prj- dr 

(1) 

(2) 

where primes denote fluctuating variables and overbars denote 
mean variables. The turbulent viscosity pr is defined as 

flT = p(KCiC2iy (3) 

C,(r„, ^„) 
A ( r J + fl(rjV^ + Cjrjsp 

(1 + \ /^) ( l + r„V^) 
(6) 

where 

A(r,) = (6.5919 + 11.918r„ - 4.1855r^) x 10^', 

B(rJ = (10.880 - 2.3578r„ + 6.5642rl) X 10-^ 

C(r,) = (3.1013 + 16.420r„ - 5.8217r^) X 10^^ 

The C2 factor is the compressible part of the mixing length 
constant. Its purpose is to decrease the growth of the shear layer 
as compressibility effects become important. It depends on a 
Mach number in a frame of reference convecting with the real 
phase speed of a growing disturbance in the shear layer. This 
convected Mach number M^ depends on the velocity ratio, the 
density ratio, and the Mach number of the jet, 

1 + V „̂ 
(7) 

The resulting correlation equation for C2 was found with Ci 
taking on its value defined in equation (6). 

C2(M,) = 1 + 0.4959[exp(-1.4593M? 

+ 0.0427M,' - 0.3658M^) - 1] (8) 

Thus, this model includes the effects of velocity ratio, density 
ratio, and compressibility in calculating a spreading jet shear 
layer and provides a means to simulate enhanced mixing. 

2.2 Mean Flow Profiles. The velocity profiles generated 
by the numerical mean flow analysis were fitted by a half-
Gaussian function for r > h. 

u(r, x) = Uc(x) exp - ( I n 2) 
h(x) 

b(x) 
(9) 

where M; is the centerline velocity, h is the potential core radius, 
and b is the shear layer half-width. For h > 0, then u{r, x) = 
Uc(x) for r < h. The density profile is then found from the 
Crocco-Busemann relation 

1 1 7 - 1 , _ _ , , _ _ , , 1 (Sj-H») 
- = ;— {U — Uj){u — U„) + 3̂  — 
p 2 yp pj {uj - M„) 

1 (Uj - U) 

Poo {Uj - Mco) 
(10) 

and the turbulent Prandtl number Pr?- is constant. The character
istic mixing length scale / is given by 

A« 
\duldr\r 

(4) 

where AM" is the velocity difference Uj - u„ across the shear 
layer, and K is a constant used to simulate the effects of en
hanced mixing. 

K = 1, no enhanced mixing 

K > 1, enhanced mixing (5) 

The factor C| is the incompressible part of the mixing length 
constant. It depends on the velocity ratio r„ = UJUj and the 
density ratio s,, = pJpj. A calibration of Ci was carried out 
for an incompressible jet over a range of expected r„ and s,, 
values resulting in a correlation for Ci for r„ < 1 

3 Instability Waves and Radiated Noise 

It is well known that thin free shear layers containing an 
inflection point in the mean velocity profile are inherently unsta
ble even in the absence of viscosity. An instability wave in the 
shear layer initially grows rapidly. As the shear layer grows, 
the wave growth rate decreases. Eventually, the shear layer is 
too thick to support unstable waves and the wave amplitude 
decreases until it disappears. This instability wave process is 
assumed to be governed by the linearized, inviscid, compress
ible equations of motion. 

For slowly diverging jet flows, two solutions are created that 
apply to separate but overlapping regions. Following the ap
proach of Tam and Burton (1984), the inner region, including 
the jet flow and the immediate region just outside the jet, has 
different length scales between the radial and the axial directions 
that leads to a multiple scales expansion of the governing equa
tions. With the pressure disturbances represented as 
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p'(r, 9, x,t)= X 6„Mp,„{r, s) 
m=0 

i i ^ + ne- u^t X exp 

the lowest order set of equations may be reduced to 

, (11) 

which is known as the compressible Rayleigh equation with 
variables normalized by the jet exit conditions of nozzle radius, 
velocity, and density. In Eq. (11), 5,„ (e) are the gauge functions 
of the asymptotic expansion in the small parameter e where 
6o(e) = 1, J is the slow variable to recognize the slow mean 
flow development in the axial direction s = ex, 4>{s) is. mi axial 
phase function related to the axial wavenumber a by d4)lds = 
oi{s), n is the azimuthal mode number, and uj is the radian 
frequency. For spatial instabilities, the frequency is real and the 
axial wavenumber is complex, a = a^ + I'a,. 

The solution to Eq. (12) is written as the sum of two general 
linearly independent solutions that are functions of r and s 

Poir, s) = AoisKlir, s) + Bo(^)C5(r, 5). (13) 

As r -> =0, the flow outside the jet becomes uniform and the 
solution to Eq. (12) may be written in the form 

AoHi'\iUa)r) + B^f\i\{a)r) Po (14) 

where 

\{a) = [a^ - p„Mj(io - ati^y]' (15) 

and //J," and //J,^' are nth-order Hankel functions of the first 
and second kind, respectively. Thus, for large r, Eq. (13) must 
tend to Eq. (14). As r -> 0, Eq. (13) must be finite. 

In the outer region, which slightly overlaps the inner region, 
the governing equations control disturbances that are acoustic 
in nature. These disturbances have the same length scales in all 
directions; hence, all coordinates are treated equally. To create 
an outer solution in a form that allows it to be asymptotically 
matched to the inner solution, we use the axial coordinate J' = 
ex and the radial coordinate r = er. The solution is obtained 
from a Fourier transform of the outer region governing equa
tions in the s direction. After considerable algebra, the lowest 
order outer solution is found to be 

I p{r,9,x,t)= g{r^)H\P{i\{r))r)e 

where 

gin) 
27r J-. 

Aa{ex)e' ¥.^x)U -irix dx. 

"dri (16) 

(17) 

The two solutions in the inner and the outer regions, repre
sented in part by Eqs. (13) and (16), respectively, are matched 
asymptotically in an overlap region. To lowest order, we find 
that 

Aois) = Ao(s) and Bais) = 0. (18) 

With the condition of finite value at r = 0, equation (12) has 
become an eigenvalue problem with solutions only for certain 
values of a. 

Since the rate of spread of the jet is slow for high speed jets 
and e is very small, Aoiex) in Eq. (17) is taken to be constant. 
Furthermore with a{x) found from the solution of Eq. (12) at 

0.7S 

, 4 0.65 -

1 2a du 
- + 
r u) — au dr 

+ pMjito 

p dr 
dpo 
dr 

-au) - - --a' Pa --= 0 (12) 
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Fig. 1 Results for local growth rate, - a,, and phase velocity, c^^, calcu
lations at four different radial grid spacings. n = 1; fDj/Uf = 0.24 

every axial location, the axial phase function is found from 
<^{ex)le = Jg a(x)rfX' We can then solve for g{rj) in Eq. (17), 
the Fourier transform of the instability wave. Subsequently the 
near field pressure disturbance is found from the inverse Fourier 
transform, Eq. (16). To obtain the pressure in the far field, Eq. 
(16), in spherical coordinates, is approximated by the method 
of stationary phase. The resulting sound power radiated per unit 
solid angle is 

D{^) = \\p\ •R' 
?(57)r 

[1 - Ml sin^ t//] 

The stationary point is given by 

pl'^MjU) cos ip 
V 

(1 - Ml)(l - M i sin'1^)' 

PooMJu^U! 
1 -Mi 

(19) 

(20) 

and <// is the polar angle. 
A finite-difference approximation has been used to discretize 

Eq. (12) creating a system of equations that is second order 
accurate when the mean flow quantities are defined by Eqs. (9) 
and (10). The eigenvalue is found from the resulting diagonal 
matrix using a Newton-Raphson iteration for refinement. To 
assess the accuracy of the numerical calculations, the effect of 
the radial grid spacing on the calculated eigenvalue as a function 
of axial distance is shown in Fig. 1 for a Mach 2 jet. For the 
initially thin axisymmetric shear layer, the growth rate, — a,, 
and phase velocity, c,,̂  = u/a„ for the first helical mode at 
fDj/ Uj = 0.24, where Dj is the jet exit diameter and Uj is the 
jet exit velocity, are underestimated if the grid resolution is 
insufficient. As the flow expands downstream and the shear 
layer gets thicker, the eigenvalue results converge to the same 
value. The ability to calculate the correct eigenvalue depends 
on the accurate representation of the derivatives of the pressure 
disturbance eigenfunction in Eq. (12). For the initial thin shear 
layer, the eigenfunction has rapid changes in its derivative val
ues within the shear layer. With a course grid, these values are 
represented inaccurately. As the flow smooths out, the deriva
tives change more gradually and a numerical representation for 
the derivatives is obtained with sufficient accuracy on a course 
grid. Thus, a fine grid is initially required to obtain accurate 
representation of the eigenfunction derivatives within the thin 
shear layer. 

Further details of this noise radiation prediction scheme and 
validation with measured data and other calculated results are 
given in Dahl and Morris (1997b). 
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Fig. 3 Effects of operating conditions versus enhanced mixing on radi
ated noise, My = 2, n = 1, fD,/Uj = .11 

4 Predicted Sound 

4.1 Variations in Operating Conditions. We first con
sider the changes in calculated noise due to changes in the 
operating conditions that naturally affect the jet spreading rate. 
Figure 2 shows a comparison between calculated and measured 
far field noise radiation patterns for three Mj = 2, hot jet cases 
given in Seiner et al. (1992). Both the measured and the calcu
lated noise results are for a frequency corresponding to a Strou-
hal number fDj/Uj of 0.11. The comparison is shown using the 
calculated first helical mode instability wave since this mode 
has the largest amplitude at this Strouhal number (see Seiner 
et al., 1993). The calculations are normalized to the measured 
peak level. As the figure indicates, the jet spreading rate b' = 
db/dx, where b is the jet shear layer half-width, is changing 
with the operating conditions. The measured results show that to 
increase the spreading rate by changing the operating conditions 
does not necessarily lead to a decrease in the radiated peak 
noise level. For example as the temperature ratio Ta/T^ increases 
from 4.004 to 5.422, the spreading rate increases from 0.0339 
to 0.0354; but the measured far field peak levels increases 
slightly by 0.3 dB. In contrast, when the temperature ratio is 
lowered to 1.798 from 4.004, the spreading rate increases 
slightly to 0.0342 and the far field peak level decreases by 1.8 
dB. The increase in jet temperature does increase the convected 
Mach number resulting in a shift of the measured noise radiation 
peak to larger angles. The measured noise levels show that at 
this Strouhal number this increase in jet temperature results in 
an increase in noise levels at higher angles to the jet axis and 
a decrease in noise levels at lower angles to the jet axis. The 
calculated results follow this trend. This paper is focussed pri
marily on the effects of jet spreading on far field peak noise 
levels and we will next show the effects of enhanced mixing 
on peak noise levels at fixed operating conditions. 

4.2 Effects of Enlianced Mixing. . To simulate enhanced 
mixing, K in Eq. (3) is increased above 1. Using the two jets 
in Fig. 2 with TJT„ = 4.004, b' = 0.0339, and TJT, = 5.422, 
b' = 0.0354, K is increased for the cooler jet until the spreading 
rate is the same as the spreading rate of the hotter jet. Assuming 
that the initial amplitude of the instability wave remains un
changed, Fig. 3 shows the calculated far field radiated noise 
that results from increased mixing at fixed operating conditions. 
The radiated peak noise levels of the cooler jet are reduced and 
the directivity essentially unchanged. Even though the hotter 
jet has the same spreading rate as the cooler jet with enhanced 
mixing, the additional effects of increased temperature, in

creased velocity, and increased convected Mach number on the 
hotter jet result in an increased far field peak noise level and a 
change in directivity. 

4.3 Predictions With Enhanced Mixing. The effects of 
simulated enhanced mixing as a function of spreading rate and 
Strouhal number for a hot, M, = 2 jet are considered next. The 
choice of Strouhal number and stability mode is based on the 
results shown in Fig. 4. This figure shows the scaled maximum 
instability wave amplitude calculated from 

exp 

exp 

• / • • 

Jo 

Ujdx 

1 C"' 
— a:db 
b' Jo 

(21) 

where b ^ b'x, - ai is the local spatial growth rate, and x,. is 
the axial location at which a, = 0. Here it is assumed that the 
jet half-width grows linearly with axial distance based on the 
initial spreading rate. Calculated results are shown for three 
modes (the axisymmetric mode, « = 0, and two helical modes, 
w = 1 and 2) and five spreading rates (the normal spreading 
rate with K = I, b' = 0.03818, and four enhanced spreading 
rates at 0.125 intervals of «) . If Eq. (21) is rewritten as 

0.10 

0.2 0.3 
Strouhal Number fD/U 

Fig. 4 Scaled maximum instability wave amplitude for a Mach 2 jet at 
five different spreading rates and three instability modes 
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Fig. 5 Growth rate, - a , , and phase velocity, Cp„, as a function of the jet 
shear layer half-width, n - 1; fDj/U/ = 0.1; see Fig. 4 for legend. 

0.4 0.6 
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Fig. 6 Wavenumber spectra for instability waves defined by the stability 
characteristics shown In Fig. 5 calculated using Eq. (17). Short horiz
ontal lines indicate the spectrum amplitude predicted by Eq. (23). 
n = 1; fD,/Uj = 0.1. 

b' In (A^ax) = CA, then the maximum amplitudes as a function 
of Strouhal number for each mode are found to collapse to a 
single curve and, as a result, CA is independent of the spreading 
rate. Since the « = 1 mode has the largest maximum amplitude, 
it is chosen for further study and the Strouhal numbers are 
chosen to be 0.1, near the peak noise Strouhal number, and 
0.05, 0.2, and 0.4. 

Figure 5 shows the local growth rates and phase velocities 
for the n = 1 mode at a Strouhal number of 0.1. The calculated 
results for the five different spreading rates are nearly equal at 
the axial locations where b'x has the same value. Michalke 
(1984) has shown that the local stability characteristics of a 
compressible shear layer will scale with the shear layer thick
ness for a given Strouhal number and jet operating conditions. 
If only the shear layer width is allowed to increase, the local 
stability characteristics adjust to maintain this scaling with the 
shear layer thickness. In this case where the jet shear layer 
half-width b is nearly linear with x, constant local stability 
characteristics are moved toward the nozzle, decreasing x, as 
the spreading rate increases. This maintains the same growth 
rate and phase velocity for the same shear layer half-width. The 
same collapse of the growth rate and phase velocity curves with 
b 'x is also found for the other Strouhal numbers. Similar results 
are seen in the measured data from Moore (1977) where the 
data for growth rates and phase velocities of the axisymmetric 
mode collapsed to an approximate single curve when normal
ized for frequency at a fixed axial location, Here, the results 
are for a fixed frequency and show agreement as a function of 
the scaled axial location. Even though Fig. 5 shows that the local 
growth rates and phase velocities are equivalent for different 
spreading rates when the axial distance is scaled by the spread
ing rate, Fig. 3 shows a change in the far field peak noise level 
when the spreading rate is enhanced. Thus, we next show how 
this scaling of the local stability characteristics with spreading 
rate results in changes to the far field directivity peak noise 
level. 

To use the results in Fig. 5, we approximate g(r]) in Eq. (17) 
by its asymptotic evaluation based on small spreading rates. 
Letting s = ex f=^ b'x and assuming Ao(ex) to be constant and 
set to 1, the lowest order solution in terms of magnitude is 

\giv)\ = 
1 

2-Kb'\a'(r)\ exp h!r" ds (22) 

where r i s known as the saddle point in the asymptotic evalua

tion of the integral and a' = da/ds. From Figs. 4 and 5, the 
terms in Eq. (22) involving a are constant for b' small; hence, 

|g(77)| = f c ' - " ^ C f l e x p ( ' ^ Q y (23) 

Since the saddle point S" can be shown to lie near the location 
where a, = 0 then Q can be approximated as the scaled maxi
mum amplitude of the instability wave previously derived in 
Eq. (21) and shown in Fig. 4. Equation (23) then applies only 
to the peak of | g(77) | as shown in Fig. 6 where Cg is calculated 
using an \a'\ determined from the data shown in Fig. 5 at the 
point where a, = 0. The full wavenumber spectrum is calculated 
from Eq. (17). Using the normal spreading jet as a reference 
to eliminate the constant CB, an equation for the change in far 
field directivity peak level is found using Eq. (19), 

AdB = 10 log D - 10 log D„ 

20 

In 10 
I n ^ - ^ ^ 

2 b' b' 
1 - (24) 

where D„ and b'„ are the normal spreading jet far field directivity 
peak level and spreading rate, respectively. Figure 7 shows the 
agreement between the estimated peak level difference and the 
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difference based on the full calculation. As the relative spread
ing rate increases, the relative peak far field noise level de
creases. In addition, the amount of reduction depends on the 
maximum amplitude of the instability wave through CA. The 
largest amplitude wave for the « = 1 mode with a Strouhal 

. number of about 0.09 would have the largest reduction and the 
smaller amplitude waves at all the other Strouhal numbers have 
less reduction. It should be noted that substantial reductions in 
the peak noise levels may be achieved for relatively modest 
increases in jet spreading: 4 dB for a 20 percent increase in 
spreading rate. However, these reductions should be viewed in 
light of possible performance penalties that might be incurred 
for a given mixing enhancement method. The trends shown in 
Fig. 7 as the Strouhal number changes follow directly from the 
maximum amplitude plot in Fig. 4. The relative decrease in far 
field directivity peak level may also be predicted for other 
modes using Eq. (24). Since the peak of | g(?7)| must be radi
ated to the far field for Eq. (24) to apply, it then follows from 
the inversion of equation (20) that Tjpeak ^ 'p^P' MjU)l{ 1 + M^) 
(Dahl and Morris, 1997b), a condition that holds for all wave-
number components of the instability wave that radiate noise 
to the far field. 

5 Summary 
The instability wave noise generation model was used to 

predict the mixing noise radiated from supersonic axisymmetric 
jets and to study the effects of simulated enhanced mixing on 
changes in the radiated peak noise levels. The following results 
were found: 

1. Changes in the jet operating conditions changed the jet 
shear layer spreading rate and the far field radiated noise levels. 
However, decreases in radiated peak noise levels did not neces
sarily occur when the spreading rate was increased in this case. 
Other factors such as jet temperature, velocity, and convected 
Mach number were more important to determining changes in 
noise levels. 

2. Assuming a constant initial instability wave amplitude, 
increased spreading rate through enhanced mixing with the op-

1997b, "Noise from Supersonic Coaxial Jets, 
Journal of Sound and Vibration, Vol. 200, pp. 

crating conditions held constant resulted in a decrease in peak 
radiated levels and no significant change in directivity. 

3. The change in far field peak noise levels with spreading 
rate was shown to depend on the peak amplitude of the instabil
ity wave. As the peak amplitude changed with Strouhal number, 
the peak noise level changed. An equation was developed to 
predict the amount of change in the far field peak noise levels as 
both the Strouhal number and the spreading rate were changed. 
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Numerical Study of Oscillation 
Mechanism in Underexpanded 
Jet Impinging on Plate 
The mechanism of the oscillatory phenomena of an underexpanded jet impinging on 
a flat plate is studied numerically. Pressure changes generated in the flow field near 
the plate propagate radially in the surrounding region of the jet. The configuration 
of the jet boundary is changed by them and so, the waves forming the underexpanded 
jet are displaced when they are reflected from the jet boundary. And then, the pressure 
disturbances return to the region near the plate. Unsteady flow with repetition of 
growth and decay of the separation bubble on the plate is also found under certain 
conditions. 

1 Introduction 
When air exhausts from a convergent nozzle with a nozzle 

pressure ratio polpa (po • stagnation pressure of the jet, p„: atmo
spheric pressure) that is higher than the critical pressure ratio 
Po/Pa — 1-893 in case of the air, the jet is underexpanded and 
a typical cell structure which consists of alternate expansive 
and compressive regions is formed in the jet. It is well known 
that, under certain conditions, the underexpanded jet impinging 
on a flat plate which is located perpendicularly downstream 
becomes unstable and oscillatory. 

Powell (1994) experimentally studied unsteady behavior of a 
moderately underexpanded round jet impinging on two different 
plates, i.e., "small" and "large." The experiments performed 
were both acoustical measurement and photographic flow visu-
aUzation: the frequency of the oscillation was measured and 
shadowgraph pictures were taken to yield information about the 
overall structure of the flow. He found that periodic oscillations 
of the jet occurred over a wide variation of the control parame
ters such as pressure ratio, plate size and nozzle-plate spacing 
and that such oscillations were accompanied by the radiation 
of the noise with discrete frequencies. In addition, the feedback 
mechanisms of the oscillation under each condition were ana
lyzed experimentally. 

For the small plate, which has the same diameter as that of 
the nozzle exit, Kashimura and Yasunobu (1991) studied the 
mechanism of the oscillation of the jet using the numerical 
flow visualization. The impinging jet on the large plate can be 
considered to be one of the simplified models of the supersonic 
jets for the industrial applications such as the assist gas of the 
laser cutting, the exhaust gas from the rocket engine, and so 
on. As reported by Powell (1994), the noise generated from 
the impinging jet is related to the oscillation of the jet and 
then, to solve the industrial problem caused by the noise, the 
mechanism of the oscillation should be made clear. 

So, in this paper, unsteady behavior of the underexpanded 
jet impinging on the large flat plate is studied numerically and 
the mechanism of the oscillation is described. 

2 Numerical Sdiemes 
Figure 1 shows the computational model we used. A super

sonic air jet exhausts from the circular nozzle with the radius 
of curvature i? = 20 mm and the diameter of the nozzle exit D 
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OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
December 11, 1995; revised manuscript received February 9, 1998. Associate 
Technical Editor: M. M. Sindir, 

= 10 mm, and the jet impinges on the flat plate perpendicularly. 
The nozzle-plate spacing is / and the air flows radially on the 
plate after the impingement. The point P is the center of the 
plate and the pressure history during the oscillation of the jet 
is examined at this point. 

The effects of the configuration of the sonic line where the 
flow velocity reaches the local speed of sound in the flow field 
are considered in our computations to obtain the boundary con
ditions at the nozzle exit. The velocity distribution on the nozzle 
exit plane is calculated using the equations by Kliegel and Lev-
ine(1969). 

The axisymmetric Navier-Stokes equations are solved using 
the multigrid TVD-type scheme by Wiedermann and Iwamoto 
(1994). With Yee and Harten' s upwind TVD-type scheme (Yee 
and Harten, 1987) and Yee's symmetric TVD-type scheme 
(Yee, 1987), they studied the effects of the limiter function on 
the steady solution of the Euler and Navier-Stokes equations 
and then, suggested that, in both schemes, a good shock resolu
tion can be stably obtained using the general /3-limiter which 
is mixed with Van Leer's limiter (Hirsch, 1988). Furthermore, 
adding a hybrid Runge-Kutta scheme and a multigrid scheme 
(Jameson, 1985) in time integration, a considerable improve
ment in the convergence rate can be achieved with just weakly 
effects on the solution in case of using the symmetric type 
scheme. 

In this paper, the above second-order symmetric TVD-type 
scheme is applied for the spacial discretization and the hybrid 
five step Runge-Kutta scheme for time integration, which is 
proved to be well-adjusted to the requirements of multigrid 
convergence acceleration (Jameson, 1985). The multigrid 
scheme is used in the early steps of iteration to accelerate the 
propagation of the boundary conditions to the whole computa
tional domain. When the oscillation phenomena of the jets are 
analyzed, the multigrid scheme was not used because the sec
ond-order accuracy in time was needed. CFL-coefficient used 
which determines the time step size Af is 0.6 and, with such 
At, the good convergence of the solution was obtained stably 
in the case of the steady impinging jet and those numerical 
results agree well with those of experiment especially concern
ing the cell structure of the jet and the flow pattern near the 
impinged plate (Sakakibara and Iwamoto, 1993). 

3 Results and Discussions 

3.1 Optical Observations. Figure 2(a) shows the com
puted density and pressure contours of the impinging jet with 
l/D = 2.6 and the pressure ratio across the nozzle po/p„ = 3.0. 
The upper half of this figure shows the density contours and 
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Fig. 1 Computational model 

the lower half the pressure contours. Figure 2(b) shows the 
shadowgraph picture of the jet under the same condition of Fig. 
2(a). Comparing these figures shows that an agreement is good 
as far as the location of the shock wave, the shape of the jet 
boundary and so on are concerned. 

Figure 2(c) shows the shadowgraph picture of the jet with 
l/D = 2.8. In case of the nozzle-plate spacing l/D = 2.6 (Fig. 
2(b)), the plate shock is clearly seen in the upper shadowgraph 
and the position and the configuration of the plate shock and 
the cell structure of the jet obtained by the computation is in 
good agreement with those of the shadowgraph. 

For the shadowgraph picture with l/D = 2.8, the resolution 
of the shock becomes worse and the boundary of the wall jet 
on the plate is seen to be disturbed. These are considered to be 
caused by the oscillation of the shock and it has been found, 
in the experiment, that the jet becomes unsteady with the nozzle-
plate spacings larger than l/D = 2.8. 

As can be seen in the following, the oscillation occurs also 
in the computed result. Figure 2(c) shows flow field at a certain 
instant during the oscillation. 

3.2 Computational Grid. A simple rectangular computa
tional grid is used" in this study. The grid points are clustered 
near the nozzle wall, the plate shock and the impinged flat 
plate in A:-direction, and they are also clustered in the jet in y-
direction. 

Figure 3 shows the effects of the different grid size on the 
computed pressure distribution on the plate in case of the steady 
impinging jet (l/D = 1.3). The size of grid is smallest on the 
plate in the whole computational domain and Ax in this figure 
shows the grid spacing in x-direction at that point with Ay/D 
^ 0.01. 

In this figure, the pressure distribution which is nondimen-
sionalized by the atmospheric pressure p„ near the center of the 
plate (y/D ^ 0.0) for Ax/D ^ 0.005 seems to be almost the 
same as that for Ax/D ^ 0.01. Furthermore, concerning the 
wave-like distribution generated by the repetition of the reflec
tion of the expansion and compression waves between the wall-
jet boundary and the plate (between y/D == 0.8 and y/D == 
1.6), the pressure distributions with Ax/D =^ 0.01 and Ax/D 
== 0.005 are very similar with each other. 

So, the computational grid with Ax ^ 0.01 and Ay =^ 0.01 
can be considered to be suitable for the computations of the 
impinging jet. 

3.3 Features of Flow Fields. Table 1 summarizes differ
ent flow patterns in the flow field near the plate for different 
nozzle-plate spacings at po/pa = 3.0 obtained by the computa-

0.0 1.0 2.0 2.( 
AXIAL DISTANCE x/D 

(a) l/D=2.6 ( by Calculation ) 

(b) l/D=2.6 ( by Experiment) 

m 
(c) l/D=2.8 ( by Experiment) 

Fig. 2 Impinging jets witli Po/p, = 3.0 

tions. It is found that the impinging jets oscillate with the spac
ings larger than l/D = 2.3 (see the second line in Table 1). 

The third line shows the features of the pressure history at 
the center of the plate and the fourth line those of the results 
of FFT-analysis of the pressure oscillations shown in the third 
line. Between l/D = 2.3 and 2.7, except l/D = 2.5, the pressure 
oscillations with very small amplitudes are shown and, in this 
range of nozzle-plate spacings, the amplitudes become slightly 
larger with larger nozzle-plate spacings. The pressure oscillation 
becomes stronger between l/D = 2.8 and 2.9 and the growth 
of the amplitude is evident. 

Dominant frequencies of the pressure oscillation are shown 
in the fifth line and, for the comparison with the experimental 
data, the frequency of oscillation obtained from noise measure
ment by Tamura and Iwamoto (1994) is shown in the sixth 
line. 

Although the frequencies obtained by the computations are 
almost the medium values of the first and second dominant 
frequency of the noise, they have qualitatively the same ten
dency concerning the decrease of the frequency with increase of 
the nozzle-plate spacing between certain spacings and frequency 
' 'jump'' between them. The frequency jumps between l/d = 

N o m e n c l a t u r e 

D - diameter of nozzle exit 
/ = nozzle-plate spacing 

p = pressure 

P = center of plate 
Po = stagnation pressure of jet 
Pa = atmospheric pressure 

R = radius of curvature of nozzle wall 
X, y = coordinate system 
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Fig. 3 Pressure distribution on plate [l/D = 1.3) 

2.7 and 2.8 in case of the numerical result and it occurs between 
IfD = 2.6 and 2.7 experimentally. 

That the number of the grid points in the ambient flow field 
is too small to resolve the propagation of the pressure changes 
like acoustic waves is considered to cause the difference of the 
frequency values between experiment and calculation and so, 
the quantitative agreement may be obtained with mesh refine
ment. 

It is surmised from the shadowgraphs in Figs. 2{b) and 2(c) 
that the oscillation of the jet occurs with spacings larger than 
UD = 2.8, while numerically it occurs with spacings larger 
than l/D = 2.3 as shown in Table 1. This inconsistency is due 
to the fact that the fluctuations of the jet boundary and the shock 
are too small to appear in the shadowgraph. Because the scales 
of the fluctuation of jet boundary and shock at the spacings 
between l/D = 2.3 and 2.7, except l/D = 2.5, are very small 
as well as the amplitudes of the pressure oscillations, the shock 
wave looks to stand still in the shadowgraph. 

In case of the nozzle-plate spacing l/D = 2.5, a peculiar 
pattern of the pressure oscillation and the corresponding charac
teristic of the frequency are shown by the sketch in Table 1. 
This is considered to be caused by the repetition of the growth 
and the decay of the separation bubble formed in the jet near 
the plate and this will be discussed in Section 3.5. 

The pressure oscillation for the nozzle-plate spacing l/D = 
3.0 has many frequency components because, in the third line, 
the pattern of the pressure oscillation changes and the periodic
ity of the oscillation is lost. 

These changes of the flow pattern are considered to be related 
to the position of the plate shock on the jet axis shown in the 
fifth line in Table 1. The flow is steady when the plate shock 
is located in the expansive region in the second cell on the jet 
axis. The oscillations with very small amplitudes occur when 
the oblique shock merges into the plate shock before it reaches 
the jet axis in the second cell and the amplitudes become large 
when the oblique shock is reflected from the jet axis upstream 
of the plate shock. Furthermore, when the plate shock stands 
in the expansive region of the third cell, the pattern of the 
oscillation changes as shown for l/D = 3.0 in Table 1, 

In the bottom line of Table 1, it is shown that the separation 
bubble is generated in the region near the plate both in the 
steady and unsteady jet. 

3.4 Mechanism of Flow Oscillation. As described 
above, the periodic pressure oscillation with the largest ampli
tude at the center of the plate occurs with a certain dominant 
frequency about 20 kHz when l/D = 2.9, so that the changes of 
the flow field with time can be seen clearly under this condition. 

Figure 4(a) shows the pressure contours of the jet with the 
time-averaged pressure distribution for one cycle of the oscilla
tion and Figs. 4(b) to 4(f) show a time sequence of the flow 
field represented by the pressure deviations from time-averaged 
pressure of the jet (Fig. 4(a)) during the oscillation. The bold 

lines in these figures represent the jet boundary and the plate 
shock, and the thin solid lines are the lines of the time-averaged 
pressure. Thus, the pressure is higher or lower than the averaged 
pressure across this solid line. 

The pressure upstream and downstream of the plate shock 
alternately increases and decreases with time. The pressure at 
the center of the plate also changes so as to be in the same 
sense with that in the region upstream of the plate shock. These 
pressure changes which are shown by the dark and bright re
gions on the plate move radially on the plate with time and 
affect the surrounding air of the jet. These effects are shown in 
Figs. 4(h) to 4(f) as the radiation of the pressure waves from 
the impinging region into the surroundings of the jet. They can 
be seen to propagate toward the nozzle wall gradually and the 
configuration of the jet boundary is changed by them. 

In the underexpanded jet, the expansion waves, which are 
generated at the nozzle rim, are reflected from the jet boundary 
as the compression waves and these compression waves merge 
into the oblique shock. Thereafter this oblique shock reaches 
the jet boundary and then, the expansion waves are reflected. 
This wave pattern forms the cell structure of the jet and so, in 
Fig. 4, it can be considered that these wave patterns are affected 
by the pressure waves in the surrounding region when the waves 
in the jet are reflected from the changed jet boundary described 
above. The disturbances come back to the impinging region and 
affect the plate shock. Even the supersonic flow just downstream 
of the nozzle exit is also affected with this mechanism by the 
disturbances generated in the impinging region downstream. 

Because the above pressure waves which consist of the alter
nate positive and negative pressure deviations in the sur
rounding air of the jet are weakened by the viscosity as they 
propagate toward the nozzle wall, the changes of the configura
tion of the jet boundary become larger as further away from 
the nozzle. Accordingly, the amplitudes of the pressure oscilla
tion of the jet with the nozzle-platC' spacings between l/D = 
2.3 and 2.7, except 2.5, become slightly larger with larger noz
zle-plate spacings, although they are very small, because the 
location of the plate shock is also changed downstream. The 
frequency decreases with the increase in nozzle-plate spacing 
from about 37 kHz (for l/D = 2.3) to 27 kHz (for l/D = 2.7). 

When the nozzle-plate spacings l/D = 2.8 and 2.9, the plate 
shock is located in the compressive region of the second cell 
and downstream of the oblique shock on the jet axis (see Table 
1). This means that the oblique shock in the second cell reaches 
the jet boundary upstream of the plate shock and is reflected as 
the expansion waves. The effects of the changed jet boundary 
on the reflection of the oblique shock are considered to be 
stronger than those on the reflection of the expansion waves 
and then, comparing with the above cases with very small am
plitudes of the pressure oscillations, the amplitudes for l/D = 
2.8 and 2.9 become larger and their frequencies change from 
about 31 kHz to 30 kHz. 

Another movement of the plate shock can be considered to 
be superposed on that at larger nozzle-plate spacings than this 

Tabie 1 Flow fields for different nozzle-plate spacing {Po/p, = 3.0) 
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Fig. 4 Pressure deviations from time-averaged Jet (//D = 2.9) 

because the plate shock is positioned in the compressive region 
of the third cell. 

3.5 Flow Oscillation With Separation Bubble. When 
the underexpanded jet impinges on the plate, the separation 
bubble may form between the plate shock and the plate under 
certain nozzle-plate spacings both in the steady and unsteady 
flow field (see bottom line in Table 1). Authors have studied 
the necessary conditions for the generation of the separation 
bubble numerically using both the Euler- and Navier-Stokes-
computations and found that the configuration of the plate shock 
is the most important factor for its generation (Sakakibara and 
Iwamoto, 1993). 

When the plate shock is stronger near the jet axis than that 
in the region near the jet boundary, such as the case of the bow-
type shock, the flow downstream of the shock becomes the 
shear flow and, as a result, the viscosity plays an important role 
in this region. Furthermore, the drop in stagnation pressure 
across the shock at the jet axis is large compared to the other 
part of the shock, and thus, the stagnation pressure at the center 
of the plate becomes low. Therefore, the air on the plate can 
be considered to flow from the surrounding region with higher 
stagnation pressure toward the center of the plate where the 
stagnation pressure is lower. 

In the bottom line in Table 1, the ranges of the nozzle-plate 
spacing in which the circles are shown correspond to the jet 
with the bow-type plate shock, where the above description 
applies. The jet with IID = 1.3 is steady and those with the 
spacings between l/D = 2.4 and 2.6 are unsteady. In the compu
tational results the flow conditions for l/D = 2.4 and 2.6 are 
found to be similar to that for //D = 1.3 in spite of the oscillatory 
behavior for l/D = 2.4 and 2.6 because the scales of the fluctua
tion of the jet boundaries and the shocks in the jet are very 
small, as well as the amplitudes of the pressure oscillation at 
the center of the plate. The size of the separation bubble changes 
little with time. 

In case of the impinging jet with the spacing l/D = 2.5, a 
peculiar pattern of the pressure oscillation is obtained. Figure 
5 shows the pressure histoi-y at the center of the plate. The 
abscissa is the time steps, where the physical time per unit time 
step corresponds to about 12.3 fis, and the ordinate is the pres
sure which is nondimensionalised by the atmospheric pressure. 
The remarkable pressure change is found to appear almost every 
4200 time steps. 

The density contours and the velocity vectors at each instant 
® to ® in Fig. 5 are shown in Fig. 6. The velocity vectors are 
shown in the enlarged area near the plate indicated in the dia
gram of the density contours. 

At the instant 0 the pressure at the center of the plate is 
decreasing and reaches the minimum value at (D as shown in 
Fig. 5. As can be seen in the density contours at ® and (5) in 
Figs. 6, the location of the plate shock on the jet axis moves 
upstream and the vortex becomes larger with the comparatively 
larger velocity components in radial direction as time passes 
from 0 to (2). After that, the pressure rapidly increases to the 
maximum value at @ with the decay of the vortex and the 
movement of the plate shock toward the plate. Then, from ® 
on, the separation bubble grows gradually and this continues 
until the next remarkable pressure change begins to occur 
at®. 

The decay of the separation bubble can be considered to 
be due to the movement of the plate shock; the shock moves 
downstream and pushes the vortex out of the impinging region 
radially on the plate. The disturbance caused by the pushed-out 
vortex propagates into the surrounding region of the jet in the 
manner shown in Fig. 5 and described in the previous section, 
and it can be considered to return to the impinging region after 
almost 4200 time steps. 

4 Conclusions 

The underexpanded impinging jet on the flat plate with the 
pressure ratio po/p^ = 3.0 is studied numerically using TVD-
scheme. The oscillation of the jet is observed with larger nozzle-
plate spacing than l/D = 2.3. 

Noting the pressure deviations at each instant from the time-
averaged pressure of the jet during the oscillation, the mecha
nism of oscillation is described; the pressure changes in the 
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Fig. 5 Pressure liistory at center of plate [l/D = 2.6) 
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Fig. 6 Density contours and velocity vectors (//D = 2.6) 

impinging region propagate toward the nozzle through the sur
rounding region of the jet, the configuration of the jet boundary 
is changed slightly by this, the waves in the jet are also affected 
as they are reflected from such changed jet boundary and the 
disturbances return to the impinging region. At IID = 2.5 the 

peculiar flow pattern with the repetition of the growth and the 
decay of the separation bubble is also obtained by the computa
tion and the plate shock and the vortex are found to influence 
to one another according to such mechanism. 
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Thickness Variation of a Liquid 
Sheet Formed by Two Impinging 
Jets Using Holographic 
Interferometry 
In the work presented in this paper a real time holographic interferometry technique 
is developed to measure instantaneously and nonintrusively the thickness distribution 
of a liquid sheet formed by the impingement of two liquid jets. The experimental 
results are compared with earlier largely unverified analytical predictions. It is shown 
that the assumption that the sheet thickness is inversely proportional to the radial 
distance from the impingement point is in principle good. The dependence of the 
theoretically obtained proportionality constant on the azimuthal angle, however, 
while exhibiting the same trend it also shows some quantitative differences. Reasons 
are given in the context of the work. In addition, a weak effect of the jet velocity on 
the proportionality constant is found to exist. In the theories no such effect was 
modeled. Finally, comparisons between theoretical and experimental isothickness 
contours show differences. Overall, there appears to be a justification for improved 
theoretical studies including effects such as that of gravitation. 

1 Introduction 
The atomization of liquids into gaseous surroundings has 

important applications exemplified by fuel injection and com
bustion, agriculture, food processing, pharmaceutics, materials 
manufacturing, and the chemical industry. 

Because of its simplicity and effectiveness, impinging jet 
atomization is widely used in mixing processes and liquid pro-
pellant rocket engines. Its fundamental operating mechanism is 
schematically described in Fig. 1. Two coplanar jets are injected 
from two separate holes and impinge one upon the other at an 
impingement angle 26. At low impingement velocities they 
form a liquid sheet that is normal to the plane of the two jets. 
Vj is the jet velocity, and ip is the azimuthal angle on the plane 
of the spreading sheet. 

With increasing jet velocity, the sheet in Fig. 1 undergoes 
the following regimes (Heidmann, 1957): closed rim (where 
the droplets are generated tangentially at the rim) periodic drop 
rim, open rim and, finally, fully developed regime (where the 
droplet generation starts practically at the impingement point). 
In practical rocket applications, the impinging jet atomizers 
operate in the fully developed regime. However, jet impinge
ment at low velocity (closed rim regime) is relevant to the 
improving of our understanding of the relevant breakup mecha
nisms. Previous studies of impinging jet atomization can gener
ally be classified into categories according to the above men
tioned spray regimes. The present work focuses on low velocity 
impingement where a liquid sheet exists. For this reason as well 
as for brevity only representative earlier studies related to low 
speed impingement will be reviewed. 

Taylor (1960) first studied the collision of two identical jets 
at an oblique angle in the low velocity range. In the study, 
Taylor applied laminar jets created by a pair of sharp-edge 
orifices of 2.27 mm in diameter to form impinging jet sprays 
at the close rim regime. The jet velocity was 3.63 m/s and the 
jet impingement angle 120 degrees. The Reynolds number of 
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the jets is 6670, the Weber number is 330, and the Froude 
number is 727 (based on the jet diameter with a contraction 
coefficient of 0.66). He found that the impingement forms a 
liquid sheet whose ultimate shape is defined by the axisymme-
tric cardioid waves generated at the impaction of two jets. A 
liquid collection method was used in his study to estimate the 
edge thickness of the sheet formed by two low speed laminar 
jets colliding at an angle between 60 to 120 degrees. Taylor's 
measurements showed that the thickness of the sheet, h, is 
inversely proportional to the radius, r, which was measured 
from the impingement point. The relationship was expressed as 

hr = K(<p, 9) (1) 

where AT is a constant that is independent of the jet velocity but 
dependent on the impingement angle 26 and the azimuthal angle 
tp of the spreading sheet as defined in Fig. 1. 

Hasson and Peck (1964) analyzed theoretically the thickness 
distribution of the sheet formed by two impinging jets. Their 
analysis (based on inviscid flow theory) assumed that the cross 
section of the jet in a plane parallel to the sheet is an ellipse, 
and mass and momentum are conserved between an angular 
element in the ellipse and the corresponding element in the 
liquid sheet. They concluded that the constant K is given by 
the following expression: 

K = hr 
R^ sin^ d 

(1 — cos ip cos dy 
(2) 

where R is the radius of the impinging jets. 
Ibrahim and Przekwas (1991) obtained semi-empirical/theo

retical expressions for the thickness and the shape of the liquid 
sheet at low Weber numbers (We < 500). They adopted the 
expression for the initial sheet thickness obtained by Naber and 
Reitz (1988) in their study of engine spray/wall impingement. 
This expression reads 

h, 
PR sin 6 
ef ~ 1 

,IHi~4,liT) (3) 

where (3 is the constant determined from mass and momentum 
conservation. The thickness at any position, r, is expressed as 
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Fig. 1 Schematic of a iiquid sheet formed by two impinging Jets 

, R/sin e , 
h = hi (4) 

From Eqs. (3) and (4), Ibrahim and Przekwas (1991) pro
posed that the thickness constant K is given by the following 
expression 

K=hr = (R/sin 6»)/z, = (R/sine) 
/3R sine , « l - * / 7 r ) (5) 

To predict the shape of the liquid sheet, they used Taylor's 
expression (1960) for the thickness at the edge of the sheet. 
Taylor showed that the form of cardioid waves which can re
main at rest to form the edge of the liquid sheet is described 
by 

h, = 
2a 

PLU^ sin^ {[/ 
(6) 

where ip is the angle between the wave front and the radius 
vector and f/is the sheet velocity. They developed an expression 
for i/» satisfying all boundary conditions in the form 

•A l i l (29 /?r )Cl - (^ /? r ) (7) 

results of the shape of the rim of the liquid sheet and the theoreti
cal prediction of Ibrahim and Przekwas (1991). 

Ryan et al. (1995) studied experimentally the atomization 
characteristics of sheets formed by both laminar and turbulent 
impinging jets with jet Weber numbers range between 350 to 
6600 and Reynolds numbers between 2800 to 26,000. At low 
jet velocities, the results were compared with theories in terms 
of sheet breakup length, droplet size and sheet shape. They 
noted the similarities of the shape between the experiments and 
the prediction by Ibrahim and Przekwas (1991). 

In the work presented in this paper a real time holographic 
interferometry technique is developed to measure instantane
ously and non-intrusively the thickness distribution of a liquid 
sheet formed by the impingement of two liquid jets. The experi
mental results are compared with earlier largely unverified ana
lytical predictions. 

2 Experimental Setup and Methodology 

The impinging jet apparatus of Kang et al. (1995) was used 
to create the liquid sheet in this study as well. To this end 
only a brief summary of the apparatus is presented herein. Two 
precision glass tubes with a 1.53 mm inner diameter and a 
length to diameter ratio of 100 are used as the impinging-jet 
injectors and produce fully developed velocity profiles at their 
exit (jet orifice). The impingement angle was set to 120 degrees 
in this study. The pre-impingement length was set to 10 mm. 
The two impinging jets were adjusted precisely to assure that 
their axes were located in the same plane and the liquid sheet 
generated was perpendicular to the impinging jet plane and 
symmetric. The experimental apparatus allows for all needed 
fine adjustments (Kang et al., 1995). 

A 59 percent by weight mixture of glycerine in water was 
chosen as the test fluid {fj. = 10.25 X 10"' Ns/m^ a = 68.7 
X 10"' N/m and p = 1136 Kg/m') . This mixture is very easy 
to produce and allows the easy formation of a liquid sheets. 
There is nothing unique about this solution and one can use a 
host of mixtures and pure liquids as working fluids. The mixture 
was stored in a liquid tank and pressurized by nitrogen gas to 
0.68 Mpa (100 psi). Due to the pressurization, the liquid flowed 
from the storage tank to the injectors through a flowmeter (Cole-
Parmer Instrument 32043-46). Subsequently, the flow was 
evenly divided between the two injectors by adjusting control 
valves located in each path. The injection velocity of the jets 
was determined with a flow meter. 

The impinging jet apparatus was positioned in the optical path 
of the real-time holographic interferometry system mounted on 
a vibration-isolated optical bench as shown in Fig. 2. A laser 
beam emitted from a 20 mW He-Ne laser was first split into 
the reference and object beams by a cubic beamsplitter. The 

The shape of the liquid sheet can be predicted by calculating 
the radial distance r̂  between the edge of the sheet and the 
point of impact from Eq. (4) utilizing Eqs. (3), (6) , and (7) . 

R hi 

sin 9 h. 
(8) 

Both Hasson et al. (1964) and Ibrahim et al. (1991) com
pared their predictions with Taylor's experimental results and 
showed favorable agreements. Different coefficients of contrac
tion were applied in their comparisons in order to estimate the 
jet radius based on the orifice dimension in Taylor's experiment. 
Hasson et al. (1964) applied a coefficient of contraction of 0.72, 
while Ibrahim et al. (1991) applied 0.64. 

Kang et al. (1995) conducted experiments of water impinging 
jet sprays with 1.5 mm diameter jets in the velocity range of 
1.5-3.5 m/s in order to verify the shape predictions of a spread
ing sheet. Good agreement was found between the experimental 
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Fig. 2 Real time holographic interferometry system 
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reference beam was filtered, expanded and coUimated to a uni
form 50 mm diameter plane beam that illuminated the holo
graphic plate with an incident angle of 40 degrees. The object 
beam was first attenuated by the variable beam splitter (Newport 
50G00AV1) and then filtered and expanded to a 50 mm diame
ter plane beam. The object beam passed perpendicularly through 
the plane where the impinging jet sheet was formed. Both the 
object and reference beams' are intercepted by the holographic 
plate, which was installed in the holder contained inside a real 
time developing tank (Newport Liquid Gate/Film plate holder/ 
Processor) filled with water. This setup allowed for in-situ film 
development after fabricating a hologram. 

To begin the experiment, one hologram was first fabricated 
under the condition that no liquid sheet was present. The holo
graphic plate was then illuminated by the same reference beam 
used in the recording process and the recorded image was thus 
reconstructed. Next, the valve that controlled the flow of the 
impinging jets was opened and the liquid sheet was formed. 
The spreading sheet was continuously illuminated by the object 
beam as shown in the Fig. 2. As a result, the image of the 
spreading sheet was formed in the same location as the first 
image reconstructed by the reference beam. These two images 
were different in that in the second image the thin and transpar
ent liquid sheet was present in the optical path. 

Because of this change, optical interferometric fringes, which 
were formed from the interference between the real image and 
the earlier reconstructed image, appeared on the spreading sheet. 
A CCD camera and a video recording system were used to 
record these events in real time. The images of the liquid sheet 
containing the interferometric fringes were transferred to a Mac
intosh Quadra 800 computer equipped with Image Analyst (Au-
tomatrix Inc., 1992) software for image processing. 

To calibrate the magnification rate of the system, a transpar
ent precision ruler was placed in the plane where the spreading 
liquid sheet was formed. The image of the calibration ruler 
was then recorded. By measuring the image size, the actual 
magnification rate of the optical system was determined. 

Interferometric Fringe Interpretation. According to ho
lographic interferometric theory (Vest, 1979), at a location (ro, 
(fio) in the liquid sheet, the relationship between the refractive 
index n, the sheet thickness ho, and the interferometric fringe 
can be expressed as: 

ho'dn = Nn'X (9) 

where ho is the sheet thickness at the location of the fringe, 
dn is the difference of refractive indices between the glycerol 
solution (working fluid) and air, A'o is the count number (order) 
of the fringe and X. is the wavelength of the He-Ne laser. Equa
tion (9) shows that the interferometric fringes are generated in 
locations where the change of the optical path ho'dn is an 
integer multiple of the wavelength of the light source. The 
thickness difference between two locations " 0 " and " 1 " is 

(hi - ho) = 
(Ni -No)-\ 

dn 
(10) 

Therefore, the sheet thickness difference between two locations 
can be determined directly from the experiments by counting 
the interferometric fringes under the condition that the refractive 
index of the liquid and the wavelength of the laser are known. 

The refractive index of the water glycerol (59 percent weight 
percent) solution at room temperature was measured by an Abbe 
refractometer and was found to equal 1.399975 ± 0.000025. 
The refractive index of air is known to be 1.0 (Vest, 1979). In 
addition, the wavelength of the He-Ne laser is 632.8 nm. 

Figure 3 shows an example of the detailed measurement pro
cedure. First, an azimuthal angle coordinate grid was superim
posed on the interferometric image at 10 degree intervals start
ing from the impingement point. Next, along each azimuthal 

(a) 

(b) 

Fig. 3 Representative interferometric patterns on the spreading siieets 
formed by the impinging jets. The jet diameter is 1.33 mm, and the im
pingement angle = 120 deg; (a) jet velocity = 2.1 m/s, (b) jet velocity = 
3.0 m/s. 

angle, the first detectable fringe near the impingement point 
was chosen as the reference fringe. The location of the reference 
fringe depended on the azimuthal angle but it was within the 
range of 6 to 15 mm from the impingement point. Starting 
from the reference fringe, the number and the radius of the 
interferometric fringes up to a desired location were measured 
and the thickness obtained from Eq. (10). 

3 Results and Discussion 
At first, the experimental results aimed at testing the com

monly used relation that the sheet thickness is inversely propor
tional to the radius with the proportionality constant K{ip, 6) 
independent of the jet velocity, Eqs. (1) and (2). Equation (2) 
can be rearranged in terms of the difference in thickness be
tween two points 

K = (h2- hi)/(l/r2 - 1/r,) (11) 

In the experiment, the ratio of (/z2 — hi)/( 1/̂ 2 — l/^i) was 
measured at different radial and angular positions on the sheet 
and the results are shown in Fig. 4. The jets have a Reynolds 
number of 354, Weber number of 126 and Froude number of 
441. Clearly, at a fixed azimuthal angle, the ratio of (^2 — hi)/ 
(1/^2 — 1/ri) is a constant within acceptable accuracy and it 
is independent of the radial position. This constant has the 
largest value at an azimuthal angle of zero degrees and it de
creases with an increase in the azimuthal angle. The relationship 
between Ah and (l/^o — l/r ,) is further illustrated in Fig. 5. 
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The experimental results show that the thickness difference i\h 
is linearly proportional to (lira - l / r , ) . From the results pre
sented in Figs. 4 and 5, it is verified experimentally that for the 
spreading sheet generated by the impingement of two identical 
oblique jets, the ratio of A/j to (1/ro — 1/r,) can indeed be 
approximated as a constant at each fixed azimuthal angle as 
analytically shown by Hasson and Peck (1964). 

The effect of jet velocity on the dimensionless thickness con
stant was also investigated in Fig. 6 for the jet velocity range 
from 2.1 to 3.0 m/s. The respective Reynolds number range is 
from 309 to 442, Weber number range from 100 to 192 and 
the Froude number range from 338 to 690. The sheet thickness 
constants were obtained from the average ratios of Ah/{1/ro 
— 1/r,) at different locations along each azimuthal angle. The 
thickness constant K was nondimensionalized with respect to 
the jet radius R^. In the present study, the coefficient of contrac
tion was determined experimentally to be 0.75. The results indi
cate that the sheet thickness constants do not change markedly 
as the jet velocity increases from 2.0 to 3.0 m/s. This underpins 
the independence of the thickness constant K from the jet veloc
ity, to acceptable accuracy. However, there appears to be some 
velocity effect. 

The experimental results of thickness constant are further 
compared with the results of previous studies. Figure 7 shows 
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Fig. 6 Dimensionless sheet thickness constants at different velocities 
versus azimuthal angle. Jet diameter 1.33 mm and impingement angle 
120 deg. Uncertainty 5% 

that the theoretical analysis of both Hasson and Peck (1964) 
and Ibrahim and Przekwas (1991) correctly predicted the trend 
of the sheet thickness constants as a function of the azimuthal 
angle. The analytical constants were obtained from Eq. (2) for 
Hasson and Peck's (1964) analysis and Eqs. (3) to (5) for 
Ibrahim and Przekwas's (1991) prediction. To plot Taylor's 
experimental results, the jet diameter was estimated by using a 
coefficient of contraction of 0.64 and an orifice diameter of 
2.27 mm. The theoretical predictions agreed acceptably with 
Taylor's experimental results. The present measurements show 
the same trend but a weaker dependence of the dimensionless 
thickness constant on the azimuthal angle. A speculative expla
nation is that our experimental conditions differ from the ideal
ized conditions of the theoretical studies. An additional discus
sion follows Fig. 8. 

Figure 8 compares the theoretical iso-thickness contours of 
the spreading sheet predicted by Hasson and Peck (1964) and 
Ibrahim and Przekwas (1991) with the experimental measure
ments. The contour of the present experiments was obtained 
directly by tracing one of the interferometric fringes, which 
physically represented the locations that have a certain thickness 
on the sheet. It was earlier in this section experimentally verified 
that the thickness at a certain point on the spreading sheet 
is inversely proportional to the corresponding radius from the 
impingement point at a specific azimuthal angle. Therefore, it 
is now possible to calculate the thickness of the spreading sheet 
at a contour from the experimental results with he help of Eq. 
( I ) . For the experimentally obtained isothickness contour plot
ted in Fig. 8, for example, the radial distance at 60 deg azimuthal 

100 150 200 

Azimuthal Angle (°) 

Fig. 7 Comparison of the measured thickness constants with previous 
studies. Uncertainty 8% 
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Fig. 8 Comparison of tlie experimental iso-thicl<ness contour with ex
isting analyticai results at the location of the sheet thickness of 0.06 mm. 
Uncertainty 8% 

angle was 11.36 mm and the dimensionless thickness constant 
was found to be 1.50 (Fig. 6) . The sheet thickness was calcu
lated from Eq. (1) and was found to be 0.06 mm. The theoretical 
contours corresponding to the thickness of 0.06 mm (for exam
ple) can be obtained from Eqs. (1) through (5). 

The results in Fig. 8 show that for azimuthal angles greater 
than 40 deg, the predicted radius corresponding to a thickness 
of 0.06 mm is smaller than the experimentally obtained. On the 
other hand, at azimuthal angles of less than 40 deg, the predicted 
radius is significantly larger than the experimental radius. Gravi
tational effects may have contributed to the discrepancy be
tween experiment and theory. In present experiment, the im
pinging jet sheet is formed in the plane parallel to the direction 
of gravitational acceleration. Gravity is one of the forces that 
affect the formation of the liquid sheet at low velocity. In the 
theory the gravatational effects were not considered. In Taylor's 
experiment, gravity is perpendicular to the impinging sheet and 
did not affect the formation of the sheet. It is worth noting that 
the Froude number based on the jet diameter and velocity of 
the experiments in Fig. 8 is Fr = V^I{Dg) = 450. This value 
implies that inertia is prevalent over gravity in the spreading 
process but does not totally exclude gravitational effects. As 
illustrated in Fig. 8, in the upstream region where the gravity 
tends to retard the movement, the liquid is Ukely to accumulate. 
The sheet thickness required more distance that theoretically 
predicted to reduce down to 0.06 mm. On the other hand, in 
the downstream region of the sheet where the gravity aids the 
spreading of the liquid sheet, the measurements showed that 
the liquid sheet required less distance than predicted to reach a 
thickness of 0.06 mm. 

4 Uncertainty Estimation 
There are two major sources of errors that contributed to the 

measurement uncertainty. The first was the measurement of the 
reflective index of the test liquid; the second source was the 
measurement of the distance r from the impingement point to 
the interferometric fringes in the image processing. 

With reference to the former, the refractive index of the test 
fluid was measured by the Abbe refractometer (AGOTA type 

3T) and was found to be 1.399975 ± 0.000025. Therefore, the 
relative measurement uncertainty was determined to be 0.04 
percent. Also noted is the difference between the refractometer 
light source (sodium light source, \ = 589.3 nm) and the experi
ment (He-Ne laser, \ = 623.8 nm). The error introduced by 
the wavelength difference was estimated at 0.1 percent. Hence, 
the total uncertainty of refractive index measurement is the 
square root of the sum of the squares of each of the individual 
errors, which leads to the total error of 0.2 percent. 

The uncertainty of distance measurements includes two 
sources. First, the magnification rate of the imaging system was 
calibrated by a transparent precision ruler with a 10 mm mark. 
The image of the mark was measured and the uncertainty was 
determined to be ±0.05 mm over 10 mm length, which is a 0.5 
percent uncertainty. Second, in the measurement of the distance 
from the impingement point to the position of fringe of interest, 
there is an average of 0.1 mm uncertainty in locating the im
pingement point. This counts to an average of 0.7 percent of 
uncertainty to an average radial distance of 15 mm. Accounting 
these two error sources, the uncertainty of the distance measure
ment in the experiment is estimated to about 1.0 percent. 

The length measurement also caused the uncertainty of de
termining the diameter of the jets. Measurements showed the 
jet diameter at the exit of the glass tubes is 1.33 mm. Consideing 
the uncertainty of ±0.05 mm in measurements, the relative error 
of the measured jet diameter is estimated to be 3 percent. 

Other uncertainties of in the experiment include the determi
nation of jet velocity and impingement angle. The jet velocity 
was determined by a calibrated flow meter (Cole-Parmer Instru
ments 32043-46). The uncertainty is about 0.1 m/s in the veloc
ity range investigated. The impingement angle was set by two 
precision rotating plates with 1 degree resolution. The uncer
tainty is ± 1 degree for half of the impingement angle {9). 

Counting all these error sources, the uncertainties of various 
measurements can be evaluated. In determining the relative 
thickness at two locations of the spreading sheet, only the uncer
tainty of refractive index was involved. Therefore, the error of 
relative thickness measurements is 0.2 percent. In determining 
the dimensional thickness constant [dhl{\lro — 1/ri)], as in 
Figs. 4 and 5, and accounting for the additional uncertainty in 
the radial distance measurements, the total uncertainty adds up 
to be 1.5 percent. In Fig. 6, showing the dimensionless thickness 
constant [dh/{l/ro - 1/ri)]//?^ the uncertainty of the jet radius 
needs to be accounted. The result is approximately 5%. 

The uncertainty of jet velocity measurements did not affect 
the above results. Neither did the error of the impingement 
angle. However, the uncertainty of impingement angle affects 
the calculation of the analytical thickness constants. At 1 degree 
uncertainty for half of the impingement angle (S), the maximum 
uncertainty between the dimensionless thickness constant in 
Hasson and Peck (1964) and in the present experiment is 5 
percent and between Ibrahim and Przekwas (1991) and the 
present experiment 3 percent. 

Considering all the uncertainties of the measurements in Figs. 
7 and 8, in which the comparison between the present work 
and previous predictions are made, the overall uncertainty is 
about 8 percent. 

5 Conclusions 

In this paper an experimental study was presented on the 
determination of the thickness distribufion in a liquid sheet 
formed by two impinging jets. It was shown that utilizing real 
time holographic interferometry the thickness distribution of the 
sheet can be accurately obtained. The experimental results were 
utilized to test existing theories. It was shown that the assump
tion that the sheet thickness is inversely proportional to the 
radial distance from the impingement point is in principle good. 
The dependence of the theoretically obtained proportionality 
constant on the azimuthal angle, however, while exhibiting the 
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Three-Dimensional Laminar Flow 
in a Rotating IVIultiple-Pass 
Square Channel With Sharp 
180-Deg Turns 
This paper presents a study of three-dimensional laminar flow in a rotating multiple-
pass channel connected with 180-deg sharp bends. Fluid-flow fields are calculated 
for the entire domain via the Navier-Stokes equations through a finite-difference 
scheme. For closure of this elliptic-type problem, periodical fully developed condi
tions are employed between the entrance and exit of the two-pass module. Experiments 
for the stationary two-pass channel are conducted to validate the numerical procedure 
and data. The emphasis of the present prediction is on the rotating and through-flow 
rate effects on the fluid-flow and friction characteristics in the straight channel as 
well as in the turn region. It is found that the rotation-induced Coriolis force signifi
cantly raises the wall-friction losses in the straight channel. However, the head loss 
of the sharp turn is decreased with increasing rotation speed, because the flow 
discrepancy between the inlet and outlet of the sharp turn is less signiflcant for the 
higher rotation speed. Moreover, overall pressure-drop penalty across the two-pass 
channel is found to be enhanced by the rotation speed as well as the duct through-
flow rate. 

Introduction 
Studies of fluid flow in rotating ducts are significant for engi

neers because of their potential applications in industry. The 
internal cooling of turbine blade is a familiar example. In such 
a method, coolant air is routed through the passages within the 
airfoil to convectively remove the heat from the blade. The 
cooling passages in an actual turbine blade of a typical aero
engine are usually idealized as a multiple-pass serpentine-type 
channel. Inside a radially rotating multiple-pass channel, the 
flow structure is, of course, influenced by the presence of sharp 
180-deg turns which results in flow separation and recirculation 
in the turnaround regions and flow redevelopment downstream 
of the 180-deg turns. In addition, the Coriolis force due to the 
radial rotation is nevertheless an important factor for affecting 
the flow behavior. Most early simulation works have only dealt 
with the flow either in a single-pass straight channel with radial 
rotation (Mori and Nakayama, 1968; Hart, 1971; Ito and Nanbu, 
1972; Spezal and Thangam, 1983; Kheshgi and Scriven, 1985; 
Hwang and Jen, 1990; lacovides and Launder, 1991) or in 
stationary multiple-pass channels connected by 180-deg turns 
(Metzger et al., 1984; Johnson and Launder, 1985. The numeri
cal effort concerning the fluid-flow characteristics in rotating 
multiple-pass channels is rather sparse, which motivates the 
present study to predict the laminar fluid flow in a multiple-
pass square channel with and without radial rotation. Although, 
the flow in the above-mentioned application would be turbulent 
in nature, the present work addresses the laminar case due to 
its relevancy to some practical applications (Hart, 1971; Spezal 
and Thangam, 1983) and fundamental interest. 

The multiple-pass channel can be readily simulated as a 
straight entrance (radial-outward) channel followed by a num
ber of periodic two-pass channels because the fully developed 
condition begins with the first turn of the multiple-pass channel 
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(Yang et al., 1992). In the present work, emphasis is placed 
on a periodically fully developed situation, which assumes that 
the fluid-flow characteristics repeat themselves cyclically from 
the entrance of a two-pass channel to the next. The concepts 
and formulation previously used for periodic fully developed 
laminar flows in finned tubes (Patankar et al., 1977) are em
ployed to resolve the problem described above. This treatment 
allows the calculation domain to be limited to the region across 
a two-pass channel (i.e., a combination of a radial-inward chan
nel, an 180-deg sharp turn, and a radial-outward channel), and 
has an advantage of saving computation time and memory stor
age. Fluid flow in the entire domain is calculated from the three-
dimensional Navier-Stokes equations through the well-known 
SIMPLER numerical scheme. The effects of flow Reynolds 
number and rotating speed on the fluid flow are examined. 
Typical developments of the cross flow along the streamwise 
direction of the two-pass channel are provided. The local fric
tion factor distributions along the radial straight channel, as 
well as the pressure drops across the 180-deg sharp turn, are 
interesting and discussed. A comparison of the numerical results 
with the experimental data for stationary two-pass channels is 
also presented. It is believed that a substantial body of numerical 
data for detailed flow profiles, as done in this work, are highly 
valuable for checking and interpreting the experimental results 
of the heat transfer/performance in a rotating multiple-pass 
channel. 

Theoretical Analysis 

Governing Equations. Figure 1 shows a physical configu
ration of the periodic two-pass channel. The channel has a 
square cross section (1 De X \ De) and 20 De in length. The 
main stream from the channel entrance turns 90-deg miter into 
the radial-inward straight channel, then turns sharply with a 
180-deg bend to the radial-outward channel, and finally exits the 
channel through another 90-deg miter. This two-pass channel is 
to simulate the periodic region of a typical multiple-pass cooling 
passage of the turbine blade. The fluid-flow characteristics at 
the entrance and exit of this module should be identical via a 
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x.--^ 

Fig. 1 Configuration, dimensions, and coordinate system of tiie present 
test model 

suitable parameter reduction. The coordinate system and the 
denotation of each wall of the channel are shown in Fig. 1. The 
channel rotates at an angular speed fJ about the axis in parallel 
with the Z coordinate and normal to the main flow direction 
(X). To facilitate the analysis, the flow is assumed to be incom
pressible, steady, and constant property. In such a system, ac
count is taken of the Coriolis and centrifugal forces, which 
appear as additional source terms in the momentum equations. 

A comprehensive discussion of the periodically fully devel
oped analysis is given by Patankar et al. (1977), and all details 
are not elaborated on here. Basically, all flow variables repeat 
cyclically over the length of the computational module. Thus, 

ip{x, y, z) = ip{x, y,z^ IDe') (1) 

where î  could be any velocity component («, u, w). As for the 
pressure, it can be decomposed as 

p = -Pz + p" (2) 

where p* is cyclic (i.e., abides by above equation) while the 
term Pz is related to the net pressure loss over the computation 
module. Practically, in a periodic analysis, the duct through-
flow rate (i.e., Reynolds number) is not known a priori. Solution 
for a given flow rate number is achieved by iteratively updating 
the value of the global pressure gradient parameter, P, until 
convergence is i-eached. The corresponding dimensionless gov
erning equations of continuity and momentum are: 

d£ dV dW _ 

dX dY dZ " 
(3) 

,,at/ ,du „,a(/ 
U—-I- V—-I- W— = 

dX dY dZ 

dP' 1 fd^U d^U d^U 

dX Rs\dX^ d^Y^ a ' Z ' 

rrdV 
u— + 

dX 

rr9W , 
U -1-

dX 

^BV 
V h 

dY 

-1-

,/ '^W' , 
V -f 

dY 

w ^ ^ 
W— = -

dZ 
1 /d'y 

Re \dX^ 

ur^W 
w— = 

dZ 

+ 2 RoV + (X + X.,) Ro^ 

dP' 

dY 

d'V 

BP' 

dZ 

- 2 RoU 

(4) 

(5) 

1 / d^W d^'W d^W 

d'Y^ d'Z-Re V dX^ 
P' (6) 

where Re = WDelv, Ro = Ren/Re, and R&a 
The dimensionless variables chosen are: 

QDe^/u 

X = xlDe, Y = yIDe, Z = zl De 

U = ulW, V = vlW, W = w/W 

P' = p*/(p-W^), P' = P-Del{p-W^) 

The terms 2 KoV and 2 Rot/ on the right-hand side of Eqs. (4) 
and (5) are the Coriolis forces driving the flow in the Y and W 
directions, respectively. As already discussed, the fluid is as
sumed incompressible (density is assumed constant) and buoy
ancy effects caused by the density variety are neglected. There
fore, the centrifugal force, {X + XQ) RO^ in Eq. (4), is uniform 
distributed on the YZ cross section and will be balanced with 
the hydrostatic pressure distribution. As a result, the pressure 
is interpreted as the modified pressure, and the centrifugal term 
appears only as an additional source term in the momentum 
equation, which does not affect the flow field. Once the centrifu
gal buoyancy is ignored, the distance from the axis of rotation 
to the two-pass module (X„) is therefore irrelevant. 

The no-slip conditions are applied on the channel wall, 
whereas periodic conditions are employed at the channel inlet 

N o m e n c l a t u r e 

C,, = local pressure coefficient, {p — 
p„)l{pWl2) 

De = channel hydraulic diameter 
/ = friction factor, Eq. (7) 
/ = channel average friction factor, 

Eq. (9) 
/ = fully developed friction factor for 

the straight stationary channel 
/ Re = peripherally average friction pa

rameter 
K, = loss coefficient of the sharp turn, 

(Pen,. - p,,.)/(pW/2) 
Lg = equivalent channel length 
L, = actual streamwise length of the 

two-pass channel 
P, p = dimensionless and dimensional 

pressure 
Pent. = stagnation pressure a^ sharp-turn 

entrance, i.e., p + pW^/2 + 
p x ' n ' / 2 

Pox. = stagnation pressure at sharp-
turn exit, i.e., p + pWl2 + 
pxH'i'n 

p„ = wall static pressure at X ' = 0 
Re = Reynolds number, W-Delv 

Res; = Rotational Reynolds number, 
n-De^lv 

Ro = Rotation number, il- DelW 
U = dimensionless local velocity 

component in X direction 
V = dimensionless local velocity 

component in Y direction 
W = dimensionless local velocity 

component in Z direction 
W = average velocity of the 

through-flow in the channel 
u = local velocity component in X 

direction 
V = local velocity component in Y 

direction 

w = local velocity component in Z 
direction 

X, Y, Z = dimensionless rectangular co
ordinate, see Fig. 1 

X' = dimensionless axial coordi
nate, see Fig. 5 

X, y, z = rectangular coordinate 
P = pressure drop parameter, Eq. 

(2) 
V = kinematics viscosity 
p = air density 

T„ = wall shear stress 
n = angular velocity of rotation 

Subscripts 

s = smooth or stationary 
w = wall 

Superscripts 

* = periodicity 
— = average value 
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and outlet, i.e., U{X, Y, Z) = U(X, Y, Z + 3), V(X, Y, Z) 
= V(X, Y,Z+ 3), and W(X, Y, Z) = W{X,Y,Z+ 3) 

Flow Characteristics. After the velocity fields of the full-
domain are obtained, the computations of the wall-averaged 
friction factors are practical interest. Following the conventional 
definitions, the wall-averaged friction factor along the radial-
inward and -outward straight channels is written as 

f^njipw^) (7) 

where T„ is the (spanwise) average wall shear stress and can 
be derived from the local derivative 

/ = 2{dWldn)JR& (8) 

The parameters for the present study are flow Reynolds num
bers. Re = 300 to 2000, and the rotation number, Ro = 0 to 
0.5. The channel aspect ratio is fixed at one. 

Computational Details. The control-volume-based finite 
difference method described by Patankar (1977) is employed 
to solve the governing equations described above. The finite-
differencing procedure ensures conservation of mass and mo
mentum over each control volume. Velocity control volumes 
are staggered with respect to the main control volumes, and 
coupling of the pressure and velocity fields is treated via the 
SIMPLER (Patankar, 1980) pressure correction algorithm. In 
order to reduce numerical diffusion resulting from the existence 
of large cross-flow gradients and obliquity of the flow to the 
grid lines, the smooth hybrid central/skew upstream difference 
scheme (SCSUDS) is used for the diffusion and convective 
terms (Hwang and Lai, 1998). The set of the differential equa
tions over the entire region of interest is solved by obtaining 
new values for any desired variables, taking into account the 
latest known estimated values of the variable from the neigh
boring nodes. One iteration process is complete when, in line-
by-line technique, all lines in a direction have been accounted 
for. Because of the large variations in the source terms, under-
relaxation is necessary for the dependent variables and the 
source terms to achieve convergence (Van Doormaal and 
Raithby, 1984). Line inversion iteration with typical under-
relaxation values of 0.5 for the velocity terms and 0.7 for the 
pressure correction term are incorporated to the facilitated cal
culation. Solutions are considered converged at each test condi
tion after two criteria are satisfied. First, the ratio of residual 
source (including mass and momentum) to the maximum flux 
across a control surface is required to be below 1.0 X 10"''. 
Second, the iteration-to-iteration change is examined at every 
nodal location for all calculated values. However, to reduce the 
likelihood of false convergence related to small but persistent 
changes between successive iterations due to under-relaxation, 
examinations are implemented between iteration number I and 
I - 20. The change in computed value, when compared to the 
maximum value in the domain is required to be less than 5.0 X 
10 "'' for a solution to be considered converged. This comparison 
method do not eliminate the possibility of false convergence, 
but it did reduce it. Typically, the former criterion is to be later 
satisfied. 

In this problem, most of the real action is found around the 
180-deg turns and near all solid surfaces, and therefore, nodes 
are clustered in these regions in order to resolve the strong 
gradients present there. All computations are performed on 72 
X 20 X 50 (X by y by Z) grids in the present work. Additional 
runs for the coarser meshes, 60 X 15 X 40, and the finer meshes, 
80 X 25 X 60, are taken for a check of grid independence. The 
parameters used to check the grid independence are the axial-
velocity profile and the pressure-drop parameter. A comparison 
of the axial-velocity profiles at two selected axial stations {X 
= 1.0 and 10.0) in the radially outward channel among the 

three grid sizes at Ro = 0.1 and Re = 1000 is made in Fig. 2. 
The differences of U between two succeeding grids shown in 
this figure become small, confirming that the results are con
verging toward the grid-independence solution. Computations 
of the pressure-drop parameter {(3) for the three grid sizes at 
Re = 300 and various Ro are given in Table 1. The results 
indicate the maximum change in P is less than 2.6 percent 
between the solutions of 72 X 20 X 50, and 80 X 25 X 60 grids. 
These changes are so small that the accuracy of the solutions 
on a 72 X 20 X 50 grids is deemed satisfactory. Numerical 
computation of the periodically fully developed flow is rendered 
difficult by the fact that no boundary information is available 
in the main flow direction along which the discritization coeffi
cients are largest. Partly due to this reason, the code takes about 
4000-5000 iterations for convergence. On Convex-3400, this 
translates to about 180 minutes of CPU time. 

Experimental Apparatus 
Figure 3 shows a schematic drawing of the experimental 

apparatus including a two-pass-channel flow system, the flow-
visualization instrument and the static-pressure measurement 
system. Air from the laboratory is drawn into the two-pass 
channel through the flow straightener and a bell-like entrance 
by a 5 hp blower. The entire two-pass channel is made by 
Plexiglas®. It has a length of 80 cm and a 4-cm square cross 
section. The flow rate is measured by a flow meter situated at 
the downstream end of the test section. The smoke generated 
by the smoke generator is injected into the two-pass channel 
before the blower is turned on. The flow visualization is realized 
by a laser sheet which is constructed by passing a Helium-Neon 
laser beam (60 mW, Spectra Physics 120) through a rod of 
glass. A 35-mm single lens reflex camera is focused on the 
illuminated plane. Photographs of the flow are taken on Agfa 
film with a shutter speed of 1/1000 s. For the static-pressure 
measurement, as given in Fig. 3, 16 pressure taps are located 
along the centerline of the channel outer wall. Each tap is con
nected with the microdifferential transducer (Kyowa PDL-40B) 
with an accuracy up tp 0.1 percent. The pressure signal is subse
quently amplified by a Kyowa WGA-200A amplifier and then 
is read for a digital readout. The flow visualization and the 
static-pressure measurement of the present study are based on 
the nonrotating condition. 

Results and Discussion 

Comparison With Experimental Results. Prior to dis
cussing the predicted results in rotating channels, the validity 
of the present numerical procedure and the reliability of the 
present data are confirmed by comparing the prediction with 

60x15x40 72x20x50 • 80x25x60 

1.0 

0.2 

0.0 

J 1 FI+UJJJ_M_MpM 1 1 1 n 1 1 

^*^ 
V 

~ ^ 

: // 
\f 
\ 

\ 
: x = i.o^ 
; Z = 2.0 

1 1 inrrrrrrrT' 

1 
1 
1 
i 

i 
"^ 
J3 

I I I ' I M I 

iTfirnff 

1 M I 1 1 1 1 1 1 1 1 M 1 M 1 1 1 1 1 1 1 1 1 M_ 

Re = 1000 
i ^ /fo=0.1 

\ ^ 
V 

V 
\ \ 
\ \ : 

x=io.o \ \ : 
Z = 2.0 Jy' -_ 

0.0 0.2 0.4 0,6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 

U 

Fig. 2 Grid-independence test by using the axial-velocity profiles 
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/3 

Re 

300 

Ro 

0.0 
0.1 
0.5 

rable 1 Grid-independence test by using 

60 X 15 X 40 

2.3041 
2.7232 
3.1314 

72 X 20 X 50 

2.1284 
2.6216 
2.9539 

the pressure-drop parameter 

80 X 25 X 60 

2.1022 
2.5641 
2.8791 

9.48 
6.21 
8.76 

Relative error (%) 

1.24 — 
2.48 — 
2.60 — 

the experiments. Since rotating data are not available in the 
present work, the calculation is therefore compared with that 
in a stationary two-pass channel. Figures 4 (a ) , (d), and (g) 
are the flow patterns of smoke-injection visualization on the YZ 
planes cutting across the axial stations X = 0.25 (i.e., in the 
sharp turn region), 1.0, and 2.0, respectively for Re = 300. The 
numerical results for the main-flow and cross-flow patterns at 
the corresponding stations are given in Figs. 4(b), (e) and (h), 
and (c), ( / ) and (h), respectively. The main flow is expressed 
by iso-speed contours of U, whereas the cross flow is repre
sented by vectors composed by V and W components. At the 
station of the turn region (X = 0.25), both the experiment and 
the simulation reveal that two vortices exist around two upper 
concave corners of the channel. Moreover, the dense-smoke 
(bright) region in the visualized photo is coincident with the 
region of low main-flow velocity as given in Fig. 4(b). This 
is very reasonable because the region of the lower main-flow 
velocity could keep the smoke, whereas in the higher main-
flow velocity region the smoke is easily blown off. Hence, the 
dark region is found in the central portion of the channel as 
given in Fig. 4(a). 

At the outward station of straight channel entrance (i.e., the 
upper part oiX = 1.0) as shown in Figs. 4(d) to (f), both the 
simulated and experimental results show two counter-rotating 
vortex-pairs circulating between inner and outer channel walls. 
The central vortex-pair, which circulates from the outer wall 
through the channel mid-plane and then returns back to the 
inner wall along the axes about Y = 0.25 and 0.75, is conjectured 
to be swirled by the rebounding flow from the outer wall. This 
rebounded flow is originated from the flow impingement on the 
outer wall by the separated flow from the channel divider. This 
phenomenon can be confirmed by the fact that main-flow has 
an M-shaped contour (please see the contour with the magnitude 
of U = 0.95) at this station, which implies that a large mount 
of the fluid close to the outer wall intends to flow toward the 
inner channel wall via channel center. The side-wall vortex pair 
may be due to the centrifugal inertia of the flow curvature 
around the turn region, which is obviously suppressed to the 
two side walls by the above-mentioned vortices. At the inward 
station of Fig. 4(d), the dense smoke region (bright) is again 
in coincident with the low main-flow velocity predicted (Fig. 
4(e)). 

Blower 

Flow Meter 

Row Straightener 

Fig. 3 Schematic drawing of tlie experimental apparatus 

At the station X = 2.0 in the outward channel (upper half), 
the secondary flow patterns reveal that the side-wall vortex pair 
caused by the imbalance of the centrifugal inertia disappears, 
and the central-core vortex pair swirled by the rebounded flow 
still sustains near the inner wall. At the corresponding station 
of the inward channel, the high smoke density persists only 
near wall region due to the uniform distribution of the main-
flow velocity in the core region. 

Comparisons of the measured and predicted local pressure 
coefficients (Cp) on the outer wall along the channel centerline 
(Y = 0.5) for Re = 1000 and Ro = 0 are shown in Fig. 5. 
Here, the abscissa X' is the dimensionless streamwise coordi
nate originated from X = 6.0 on the outer wall of the radially 
inward channel. The circular symbols are the measured data 
while the dotted is the numerical results. As expected, notable 
pressure differences, both for the experiment and the prediction, 
exist between the entrance and exit of the sharp turn. In general, 
the computational local pressure coefficient distributions are 
in good agreement with the measured data. The satisfactory 
agreement in the above comparisons has confirmed that the 
present numerical procedure is adequate and the present numeri
cal results are reliable. 

Evolution of Secondary Flows. The evolutions of cross 
flows along the streamwise direction in the periodic two-pass 
channel on the rotating conditions of Ro = 0.1 and 0.5 are 
shown in Figs. 6(a) and (b), respectively. The flow Reynolds 
number is fixed at Re = 500. Carefully inspecting these figures, 
we can find that the cross-flow structures, regardless the flow 
direction, are largely alike between the radial-inward and radial-
outward flow channels if the axial distance relative to the up
stream sharp turn is the same. Therefore, the following discus
sion is focused on a common radial channel with outward flow. 
At the lower rotational speed (Ro = 0.1), due to the separated 
and swirled flows in the turnaround region, the entrance of the 
radial straight channel (X = 1.0) has a very strong cross-flow 
intensity and a rather complex cross-flow structure. Then, the 
Coriolis force starts acting the channel flow after the flow turn 
around the 180-deg bend. The interaction of these effects there
fore results in the complex development of the vortices in the 
entrance region (1.0 S X S 5.0). As the fluid moves down
stream, the entrance effects are gradually weaken, while the 
Coriolis force continuously acts on the channel flow, and has 
became the dominant of the flow field. It is obvious that the 
well-known counter-rotating vortex pair caused by Coriolis 
force, which circulates from the trailing (high-pressure) surface 
to the leading (low-pressure) surface along the side walls and 
returns back through the central core of the flow, starts ap
pearing at the station ot X = 5.0, and constitutes continuously 
downstream. Generally speaking, these counter-rotating vorti
ces have fully established at the station X = 12.5 in which they 
are largely symmetric about the Y axis. Before encountering the 
180-deg sharp turn, at the station of X = 19.0, the two vortices 
disappear totally. When the rotation number increases to Ro = 
0.5, as given in Fig. 6(b), beside the primary vortex-pair, an 
additional vortex pair has obviously originated near the central 
portion of the high-pressure surface at about the station between 
X = 10.0, and 12.5. 

Axial Velocity Profiles. The axial velocity profiles in the 
radial-outward flow channel along the centerline of Z = 2.0 at 
selections of X = 2.0 and 15.0 for Re = 500 are shown in Fig. 
7. At the station of X = 2.0, the axial velocity profiles for the 
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(a) (b) (c) 
X= 0.25 

X=2.0 
Fig. 4 Comparison of the numerical and experimental results for the 
stationary two-pass channel for Re = 300 (a) Smoke Injection, X = 0.25, 
(b) axial-flow pattern (U),X = 0.25, Hwang and Lai (1998) (c) secondary-
flow vectors (1/ by IV), X = 0.25, Hwang and Lai (1998) (d) smoke injec
tion, X = 1.0, (e) axial-flow pattern (U), X = 1.0, ( 0 secondary-flow 
vectors (V by W), X = 1.0, (g) smoke injection, X = 2.0, (/>) axial-flow 
pattern (U),X = 2.0, (/) secondary-flow vectors (l^ by IV), X = 0.25. 
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Fig. 5 Comparison of the local-pressure coefficient between the experi
mental and computational results at Re = 1000 and Ro = 0.1 

stationary channel have two peaks values near the two channel 
walls due to the entrance effect of the 180-deg turn. In the 
rotating channels, the axial-velocity peak near the leading wall 
is significantly dismissed by the rotation speed and, clearly, the 
axial-velocity profile has been ruled by the Coriolis force for 
Ro = 0.5 at this station. This means that the entrance effect of 
the 180-deg sharp bend is relatively weaker in a higher rotating-
speed channel. At the downstream station of X = 15.0, the axial 
velocities for the stationary channel, as well as the rotating 
channel, have been fully developed. At this station, the axial-
velocity peak moves toward the trailing surface as Ro increases 
from 0 to 0.1 due to the enhancement of the primary vortex 
pair by the Coriolis force. When the rotation number further 
increases to Ro = 0.5, the peak value of the axial velocity 
obviously lays off and is deflected back toward the channel 
center. This is attributed to the presence of the secondary vortex 
pair near the high-pressure surface (Fig. 6) . 

Friction Factor Distribution Along the Radial Straigiit 
Channel. The friction losses in a rotating two-pass channel 
could be regarded as the sum of the major losses, due to the 
wall-friction effects in the radial straight channels, and the mi
nor losses, due to 180-deg sharp-edge return bend. Here we 
consider the rotation effect on the major and minor losses, re
spectively, and subsequently, determine the effect of rotation 
on the total pressure-drop penalty in the entire two-pass channel. 

Because of the large similarity of the fluid-flow mechanisms 
between the radial inward and outward flow channels, the fric
tion factor in these two channels is, as expected, identical. 
Therefore only results of the radial—outward flow channel are 
presented and discussed. Figures 8 and 9, respectively, show 
the effects of the rotation number and Reynolds number on 
axial variations o f / - R e , which is widely used to express the 
friction performance of the straight channels. The values taken 
on each channel wall are span wise averages. The straight dashed 
line on each graph represents the well-known result of the fully 
developed laminar flow in a straight stationary channel, i.e., 
/ • Re = 14.2. 

As given in Fig. 8, the solid curves are the results in the 
stationary two-pass channel, which serve as a reference so that 
the effects of rotation may be examined by comparison. Except 
for the inner wall, the friction factors along the other three 
channel walls decrease monotonically along the axial direction, 
and approach the fully developed value. Along the inner wall 
the friction factor, however, begins with a local maximum, de
creases steeply due to the flow reversal, then increases to a local 
maximum at about X = 4.0, and finally decreases downstream. 
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(a) Ro = 0.1 Re = 500 

J3 
(b) Ro = 0.5 Re = 500 

I 
Axis of Rotation 

• x=19:0 
18.0 

Fig, 6 Evolution of the cross flow (1^ by W) in the two-pass channel (a) Re =̂  500, Ro = 0.1, and 
(b) Re = 500, Ro ^ 0.5 

The local maximum near X = 4.0 on the inner wall is attributed 
to the approach of the rebounded flow pushed back from the 
outer wall. As for the effect of rotation speed, the friction factor 

U 

u 

2.0 _ I I I I I I I I I I I I I I I I I I I I I I I I 

X = 2.0 

Fig. 7 Axial velocity profiles at the selected stations of X - 2.0, and 
15.0 for the radial-outward flow channel 

on the trailing wall is significantly larger than that on the station
ary channel wall, and subsequently higher than that on the lead
ing wall. A significant increase in / Re on the inner and outer 
walls due to the rotation is also found. It further shows that the 
friction factor is nearly independent on the rotation number for 
the leading wall, and is significantly intensified by the rotational 
speed on the trailing as welt as the two side walls. Along the 
trailing surface, the variation of / Re with X for Ro < 0.2 is 
monotonic and similar to that of nonrotating channel flow. The 
steep fall in / R e near the entrance region ceases earlier for the 
larger values of Ro due to the emergence and enhancement of 
the principal vortices caused by the Coriolis forces. In the case 
of the highest rotation number, i.e., Ro = 0.5, the / R e curve 
on the trailing surface has two slight bumps near the regions 
of X = 4.0 and 11.0. The first bump is, of course, attributed to 
the initiation of the principal vortex pair, whereas the secondary 
vortex pair generated near the central high-pressure wall at 
about X — 11.0 (Fig. 6) arises the second one. As for the effect 
of the Reynolds number, as given in Fig. 9, the friction factor 
is enhanced by increasing the Reynolds number for the four 
walls of the radial straight channel. 

Pressure Drop of the Sharp Turn. In contrast to the wall-
friction loss in radial straight channels, the pressure drop due 
to the sharp turn is commonly specified by the loss coefficient 
(or head loss), K,, which is defined as K, = (p^^, — p^^)l{pWl 
2), where pem. and pex. are the rotary stagnation pressure at the 
entrance and exit planes of the sharp turn, respectively. Figure 
10 gives the rotational Reynolds number dependence of the loss 
coefficient of the sharp turn with various Reynolds numbers. 
The loss coefficient, as expected, decreases with increasing 
Reynolds number for both the stationary and rotating conditions. 
However, it is very surprising that at the same through-flow 
rate (Re) the loss coefficient for the rotating 180-deg turn is 
lower than that for the stationary one, and decreases with in
creasing the rotational speed. The reason may be explained as 
follows. In the stationary channel, the inlet conditions of the 
sharp turn should be fully developed with relatively uniform 
axial-velocity profiles and relatively small cross-flow intensi
ties; while in the rotating channel, the flow has been largely 
disturbed by the rotation induced Coriolis force before entering 
the 180-deg turn. With the similar complexity of flow structure 
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Fig. 8 Effect of the rotation number on the wall-averaged friction factor 
distributions along the radial-outward flow channel 

at the sharp-turn outlet, the changes in the flow structure (in
cluding the axial and cross flows) between the inlet and outlet 
of the 180-deg sharp turn are relatively remarkable for the sta
tionary channel as compared with those for the rotating channel, 
which is therefore the result of a higher pressure drop across 
the sharp turn. 

Overall Pressure-Drop Penalty. In Eq. (2) , /3 is intro
duced as the magnitude of the overall pressure gradient for a 
periodic two-pass channel. Therefore, the use of the value in 
Eq. (2) could lead to 

/ • R e = ip-DeVinW) (9) 

Figure 11 presents that variation / • Re with the rotational Reyn
olds number for various Reynolds number. It is seen that the 
stationary two-pass channel produces a greater friction loss than 
the fully developed flow through a single-pass channel of equal 
length (dashed l ine, / Re = 14.2), which increases with the flow 
Reynolds number. The additional losses are mainly attributed to 
the separated flow around the turn as well as the swirling sec
ondary flow that occurs because of the imbalance of the centrifu
gal inertia. The above effects is enhanced by the duct through-
flow rate. When the two-pass channel is rotating, the secondary 
flow induced by the Coriolis force significantly enhances the 
wall-friction losses in the straight channel (Fig. 8) . However, 
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Fig. 10 Rotational Reynolds number dependence of loss coefficient In 
the 180-deg sharp turn for various Reynolds numbers 

as given in Fig. 10, the pressure drop across the sharp-turn 
region is slightly decreased with increasing rotation speed. The 
combination of these two counteracting effects results in a slight 
increase in the overall pressure-drop penalty due to the increase 
of the rotation speed. The increased rate in / • Re due to rotation 
is slightly retarded by the duct through-flow rate. Note that the 
vertical coordinate on the right-hand side of this figure is the 
ratio of the equivalent length of the two-pass channel and the 
actual streamwise distance of this channel. It is seen that the 
equivalent length ratio increases with the flow Reynolds number 
as well as the rotational Reynolds number. 

In general, a high value of / • Re represents a large pressure-
drop penalty incurred in the two-pass channel. As far as thermal 
performance concern, if the resulting gain in heat transfer is 
not substantial, the large pressure drop should be regarded as 
unacceptable. 

Concluding Remarks 
The problem of three-dimensional laminar flow in a periodic 

two-pass channel with stationary and radially rotating condi
tions has been solved numerically. Owing to the presence of 
the 180-deg sharp turn, the numerical calculation of the present 
problem is elliptical in nature. Illustrations describing the flow-
field characteristics are constructed for Re = 300-2000, and 
Ro = 0-0.5. Predictions of the flow pattern and wall-static-
pressure distribution in the stationary two-pass channel are com
pared well with the experiments. The flow pattern changes along 
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Fig. 11 Rotational Reynolds number dependence of total pressure drop 
across the two-pass channel for the various Reynolds numbers 
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the two-pass channel due to entrance effect of the 180-deg turn, 
including the flow separation as well as swirling flow due to 
the imbalance of centrifugal inertia caused by flow curvature, 
the effect rotational Coriolis force, and their interaction. In the 
radial straight channels, an increase in rotation number yields 
a significant increase in friction factor on the high-pressure as 
well as two-side walls, but slightly degrades the friction factor 
on the low-pressure wall. The Coriolis-force effect consequently 
raises the peripherally averaged friction factors of the radial 
straight channel. In the sharp turn region, however, the increase 
in the rotational Reynolds number causes a slight decrease in 
the loss coefficient (head loss) due to the less departure of the 
flow structure between the sharp-turn inlet and outlet for the 
higher rotational speed. The above counteracting effects cause 
a slight increase in the overall pressure-drop penalty in the two-
pass channel due to the increase of rotation speed. Further ef
forts are needed to investigate the effect of the turbulence when 
the rotational speed and flow velocity are large. 
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Methods to Set Up and 
Investigate Low Reynolds 
Number, Fully Developed 
Turbulent Plane Channel Flows 
The tripping of fully developed turbulent plane channel flow was studied at low 
Reynolds number, yielding unique flow properties independent of the initial condi
tions. The LDA measuring technique was used to obtain reliable mean velocities, 
rms values of turbulent velocity fluctuations and skewness and flatness factors over 
the entire cross-section with emphasis on the near-wall region. The experimental 
results were compared with the data obtained from direct numerical simulations 
available in the literature. The analysis of the data indicates the important role of 
the upstream conditions on the flow development. It is shown that the fully developed 
turbulent state at low Reynolds number can be reached only by significant tripping 
of the flow at the inlet of the channel. Effects related to the finite size of the LDA 
measuring control volume and an inaccuracy in the estimation of the wall shear 
stress from near-wall velocity measurements are discussed in detail since these can 
yield systematic discrepancies between the measured and simulated results. 

1 Introduction 

Turbulence in a fully developed channel flow has been of 
great interest in modem fluid mechanics and numerous investi
gations have been carried out. Whereas in the past most of the 
investigations were carried out experimentally, in recent years 
an increasing number of papers have appeared that provide 
flow information based on numerical flow computations. In this 
respect the most recent publications of Kim et al. (1987), Ku-
roda et al. (1989), Gilbert and Kleiser (1991), Lyons et. al. 
(1991), Antonia et al. (1992), and Kuroda et al. (1993) should 
be mentioned. The computational data of these authors corre
spond to relatively low Reynolds number flows, e.g., R^^ ^ 
3000-13800 based on the bulk velocity (Dj and width (//) 
of the channel. 

Considering the way in which the state of fully developed 
channel flow has been achieved in numerical fluid flow investi
gations, i.e., by imposing periodic inlet and outlet boundary 
conditions, raises questions regarding comparability of the nu
merically established turbulent flow field and the corresponding 
experimental fully developed channel flow. For example, there 
is firm experimental evidence which indicates that it is very 
difficult to achieve well-defined, fully developed turbulent flow 
independent of the initial conditions at low Reynolds numbers, 
R,„, < 10000. This was first demonstrated by Nikuradse (1932), 
who used considerable size tripping plates at the entrance of 
the pipe in order to produce the fully developed flow state at 
low Reynolds numbers. Therefore, one can question whether 
the simulated flow properties at low Reynolds numbers are 
realistic enough to be directly compared with the experimentally 
measured data. This holds particularly for the higher order mo
ments that describe the rare, intermittent events which affect 
the details of the probabiUty density function. 

For the above reason, it is desirable to perform verification 
measurements under well-controlled laboratory conditions and 

' Present address: Paul Scherrer Institut, CH-5232 Villigen PSI, Switzerland. 
Contributed by the Fluids Engineering Division for publication in the JOURNAL 
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at approximately similar Reynolds numbers. By comparing the 
measured and simulated data, one can judge the capabilities of 
numerical techniques currently used in turbulence research to 
reproduce the experimental flow conditions. With this aim in 
mind, the authors have performed an extensive set of measure
ments in plane channel flow at low Reynolds numbers. In this 
paper, the emphasis is placed on the effects of the initial condi
tions on flow development and details of the measuring tech
nique employed and signal interpretation, which can substan
tially influence the accuracy of the measured data. 

2 Test Rig and LDA System 

2.1 Channel Test Rig. To study low Reynolds number 
effects on fully developed plane channel flows, a water flow 
facility was set up which permitted mean velocities of up to 
1.15 m/s to be obtained. Figure 1 shows schematically the test 
rig used for the present investigations. To drive the flow at a 
constant, pre-chosen flow rate, a total head tank was installed 
with a water head of approximately 6 m. 

Experimental investigations were performed in the two-di
mensional channel of dimensions I X b X H = 1 X 0.l9i X 
0.01 m. The channel test section was preceded by a rectangular 
contraction chamber (0.15 X 0.18 m). Upstream of the contrac
tion, an 80 mm long honeycomb with 6 mm diameter cells 
was placed to improve flow uniformity. Downstream of the 
honeycomb, grids of 1 mm mesh size were installed to reduce 
the free-stream turbulence intensity. Two Plexiglas plates, span
ning the whole length of the channel, were used as side-walls 
to allow optical access to the flow. The height of the channel 
was kept constant by using precise metal pieces between the 
base plates of the channel. As Fig. 2 indicates, the developing 
boundary layers were tripped by plates of variable heights /, 
placed at the entrance of the channel. Addition of silicon carbide 
particles or milk was used for seeding the flow. 

2.2 LDA Measuring System. For experimental investi
gations of near-wall turbulence we employed laser Doppler ane-
mometry (LDA) in order to obtain relialjle mean velocity and 
turbulence measurements. The LDA system consisted of a beam 
expander of expansion ratio 2.5 and a double Bragg cell unit 
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1. Water channel 5, Radial pump 
2. LDA system 6. Discharge tank 
3. Traversing system 7, Adjusting valve 
4. Overflow tank 8. Coriolis flow meter 

^ ^ ^ 
t̂ CTl 

Fig. 1 Channel flow facility 

Fig. 2 Channel flow test section 

together with an 8 mW He-Ne laser. A frequency shift of 0.5 
MHz between the two Bragg cells was used. The focal length 
of the sending lens was 160 mm and the measuring control 
volume, based on the e ~^ Gaussian intensity cut-off point, was 
about 80 /xm in diameter and 520 jim in length. Light scattered 
in the forward direction was focused on a pin-hole of 75 /.jm 
diameter, which was located in front of an avalanche photodiode 
(APD). 

The output signal of the APD was bandpass filtered between 
the frequency limits 0.3 and 2 MHz prior to processing the data. 
A TSI-1990 counter was employed for the measurement and it 
was operated in a single burst mode (with at least 32 cycles 
per burst) and a 1 percent comparison setting. The counter 
output was interfaced to a PC. The mean velocity and velocity 
fluctuations were computed using arrival time averaging to cor
rect for velocity bias at the low data rates. Data rates of 5 -
100 Hz were typical, depending on the flow velocity. At every 
measuring point 20,000-40,000 samples were acquired to com
pute the mean velocity and turbulence properties. For the above-
mentioned sample size, the relative statistical uncertainty in the 
measurements could be estimated to be ±0.2 percent for the 
mean velocity, ±1 percent for the turbulence intensity, and ±2 
percent for the fourth-order moment. 

3 Time Averaged Flow Measurements 
When LDA measurements of time-averaged flow properties 

are carried out, it is the aim of the experiments to obtain local 
flow information directly comparable to the corresponding nu
merically predicted data. However, owing to the finite size of 
the LDA measuring control volume, local velocity information 
cannot be obtained directly. The measured turbulence properties 
show a dependence on the size of the measuring control volume 
and require the application of volume corrections, particularly 
for measurements near the channel walls. The spatial integration 
of LDA signals due to the finite size of the measuring control 
volume can be derived analytically to yield explicit relationships 
between measured mean quantities and true local flow proper
ties. The procedure for correcting the LDA measurements is 
outlined in Section 3.1 and was applied at each measuring point 
in the flow. 

Control volume 

Fig. 3 Sketch of the LDA measuring control volume 

The presentation of local flow quantities in fully developed 
plane channel flows in a general form requires the local wall 
shear velocity Ur to be measured. Usually, Ur is determined 
from the slope of the measured mean velocity profile in the 
viscous sublayer, assuming a linear velocity profile e.g., 

( dU 
(1) 

However, the method based on the linear velocity assumption, 
as shown by Durst et al. (1996), has inherent problems since 
at low Reynolds numbers the velocity profile exhibits observ
able non-linearity near the wall. For this reason, estimates of 
Ur using the linear slope technique are too low, yielding artificial 
shifts in the measured velocity data when scaled with respect 
to the wall variables. To overcome this difficulty, a novel 
method is introduced in Section 3.2 that allows accurate esti
mates of Ur even when measurements cannot be taken down to 
the wall. 

3.1 Influence of Effective Volume Size on Turbulence 
Measurements. Several attempts to obtain the influence of 
the effective volume size of LDA systems on turbulence mea
surements have been described in the literature. Among the first 
publications in this field is the paper by Goldstein and Adrian 
(1971), followed by later work by Durst et al. (1992). In these 
papers the influence of the size of the LDA measuring volume 
on turbulence data was deduced from theoretical considerations, 
assuming that the detection of the instantaneous particle velocity 
is directly proportional to the distribution of the light intensity 
in the measuring control volume. Below we provide derivations 
for a seeded flow with particles of well-defined size and a 
measuring volume of elliptical shape. 

Let us split the instantaneous velocity field U{t, x) into the 
mean velocity and instantaneous fluctuation: 

U{t, x) = U{x) + u{x, t) (2) 

Owing to the small dimensions of the measuring control vol
ume, we may expand the mean velocity and instantaneous fluc
tuation in a Taylor expansion: 

U{x) = U(x,) + S 
dU(x) 

dx" x; 

" 1 / du_(x, t) 
u{x, t) = u{x„ 0 + 2. — — ^ - „ — x'l 

(3) 

(4) 

At this point it is necessary to explain the general practice 
of L D A measurement. With systems of finite size measuring 
volume, velocity information obtained from one point in the 
flow corresponds to the average information taken over a trajec
tory through the control volume (see Fig. 3). 
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To simplify further analysis, we shall assume that the mean 
quantities A^^ vary only in the );-direction and that these can be 
represented as averages over the time and LDA control volume 

ALC ~ l im rJo I v Jc„ 
A{x, t)dx \dt (5) 

Using Eqs. ( 2 ) - ( 5 ) withA(?, x) = f/(f, x) and exchanging 
the time and space averaging in Eq. (5), we obtain an expres
sion for the correction of mean velocity measurements: 

32 U / 
H- h.o.t. (6) 

Utilizing Eq. (2) , the measured instantaneous fluctuation 
Uc^{t) = U_(t, x) - tJc^ across the LDA control volume can be 
written as 

" I / du{x,, y, z, t) 

d] ( d'U\ 

Using Eq. (5) with A(x, t) = u\{x, t) and truncating the 
expansion for Uc^{x_, t) to the second-order derivatives yields 
the correction equation for intensity measurements: 

ui=u\x^+^ {'4^y 
dy / .= , 32 dy^ 

+ h.o.t. (8) 

where dy is the minor axis of the control volume which is 
ellipsoidal in shape. 

In an analogous way, we may obtain expressions for correct
ing the measured third- and fourth-order moments 

ul u'ix,) +~\^ 
d u' 

1^ 

^KfnfUfi --• '" 
u ( x j + 

3 /d, 

2 \ 2 

du^ 

dUV 

dy). 
U {Xc) 

-•f)'(fL.(fI 
8 V 2 

2 / J 2 4 

a u 
dy' 

+ h.o.t. (10) 

The analysis presented in Section 4.3 shows that the contribu
tion of the mean velocity gradient to the volume corrections 
overweights the terms involving the gradients of the velocity 
correlations. For this reason, the terms containing variations of 
the mean velocity profile tJ were only retained when the above-
derived corrections were appUed to the measured data. 

In the above considerations, we assumed that the effective 
LDA measuring volume is only dependent on the arrangement 
of the transmitting optical setup. However, simple experiments 
indicate that the volume size also depends on the employed 
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Fig. 4 Measurements of the length scale d, in a laminar channel flow; 
(a) f = 160 mm, dy = 73.8 /itm (fl , = 400), dy = 72.5 /am (fl , = 550), d, 
= 71.6 /tm {R, = 680); [b] f = 250 mm, d, = 108 /um (R. = 400), d, = 
117 /im {R, = 500). The estimated uncertainty in the measurements is 
±4 percent. 

receiving optics, photo-detector, signal processing electronics, 
scattering particles, etc. 

For evaluation of the turbulent measurements near the wall, 
it is necessary to justify the particular choice of a length scale 
dy. This can be achieved by performing measurements in a 
laminar flow with the same optical and electronic settings. Since 
in a laminar flow there are no turbulent fluctuations, Eqs. (8) -
(10) may be written in the following form: 

+ h.o.t. (11) 

— 3 (dyY (duY (dW\ 

1 /d,Y ( dUY 

dy L 
+ h.o.t. (13) 

It can be seen that corrections given by Eqs. (12) and (13) 
consist entirely of the higher order terms. 

From Eq. (11), it follows that the measured effective turbu
lence level is related to the mean velocity and its gradient as 

(14) 

Hence, it is possible to determine dy in laminar channel flows 
from Jhe slope of the straight line obtained by plotting 
{ujjuy against i4U)-\dU/dy). This is shown in Fig. 4 
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for two different focal lengths of the transmitting optics and 
different Reynolds numbers. The results from Fig. 4 are in good 
agreement with the calculated dimensions of the measuring con
trol volume based on the e "^ light intensity cut-off point but 
for different electronic settings this might change. 

3.2 Determination of Wall Shear Stress. The wall shear 
velocity was evaluated using the polynomial fit of the mean 
velocity data in the viscous sublayer and the lower part of the 
buffer region: 

V 
>'o) - — uliy 

hv 
y,)^ 

+ D(y - yo)'+ E(y - yof (15) 

where D and E are constants. Such a fit was proposed by Durst 
et al. (1996) to obtain accurate shear stress information, even 
for higher Reynolds number flow. From the suggested fitting 
procedure, the friction velocity Ur and the wall-distance correc
tion yo were obtained simultaneously. 

Figure 5 shows the estimated friction velocity normalized 
with that deduced from Dean's (1978) empirical correlation for 
the skin-friction coefficient. Various symbols indicate the lower 
bound of each fitted data range and the abscissa is the upper 
bound of the fitted range. The horizontal Une represents the 
average friction velocity over all ranges considered. The method 
produced very consistent results for u^ if the fitted data range 
was between y^ = 1-2 for the lower bound and y'^ = 6-12 
for the upper bound. 

4 Experimental Results and Comparisons 

4.1 Tripped Versus Nontripped Flow. Initial investiga
tions were carried out to provide quantitative information on 
the details of the flow development into the fully developed 
state and to document how this changes with Reynolds number. 
Local measurements were performed at measuring points across 
the entire channel cross-section and at various measuring sta
tions downstream of the tripping plates. These measurements 
verified that the flow reached its fully developed state close to 
the wall first and at the centreline last. Hence the state of fully 
developed turbulent, plane channel flow could be established 
most easily by local measurements along the centreline of the 
channel. Such measurements were performed for the "natural 
transition" of the flow from its laminar to its turbulent state 
and also for flow transition by applying different tripping levels. 

Downstream from the tripping plates (x/H = 8 0 ) , the centre
line turbulence intensity is presented in Fig. 6 for a number of 
nontripped and a tripped flow cases. For data shown in this 
figure tripping was set by thin plates of 0.5 mm height. For 

Reynolds numbers R^^ < 2000 the flow remained laminar in 
character with about 0.7 percent turbulent intensity. For the 
nontripped case the increase in the Reynolds number was ac
companied by a turbulent intensity increase which reaches a 
peak value of about 10 percent at Re^ !=a 6000. A further increase 
in Re^ was followed by slow decrease of the turbulent intensity 
which attained at R,^, «* 10,000-12,000 the values typical for 
fully developed turbulent, plane channel flows. This set of ex
periments also revealed problems with obtaining the unique 
flow properties without tripping the flow. This is indicated by 
the large variations of the centreline turbulence intensity with 
Reynolds number obtained for repeated flow settings. 

For a trip blockage ratio of 10 percent (defined as the ratio 
of the trip area to the cross-sectional area of the channel), 
transition from laminar to turbulent state is fairly rapid. Com
pared with the nontripped case, there is a considerable decrease 
in the Reynolds number at which the fully developed flow con
ditions are reached, fi^,, '^ 4000. This result is in accord with 
the expectation that the trip enhances the turbulence and, in 
this way, reduces the length required for flow development. 
Comparison of the experimental with the corresponding numeri
cal results clearly reveals the need to trip the flow. Only when 
tripping is applied is fully developed turbulent flow obtained at 
the downstream measuring location for low Reynolds numbers. 

Figure 7 summarizes measurements of the centerline turbu
lence intensity carried out using the tripping plates of different 
heights. These results indicate that for the trip blockage ratios 
higher than 15 percent the flow characteristics remain indepen-

? 0.06 

0 2000 4000 6000 8000 10000 12000 14000 16000 

Fig. 7 Turbulence intensity at the channel centreline for different trip
ping levels. The statistical estimated uncertainty In the measurements is 
±1 percent. 
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Fig. 8 Distribution of the turbulent intensity, sl<ewness and flatness fac
tors along the channel centreline. The estimated statistical uncertainty 
In the measurements is ±2 percent. 

dent of the conditions at the channel entrance. This issue is 
especially important since it appears that only with appropriate 
tripping of the turbulence transition is it possible to achieve 
fully developed turbulent flow at low Reynolds numbers. These 
findings are in agreement with the results obtained by Nikuradse 
(1932), who also used tripping plates il,ID = 0.2) at the inlet 
of the pipe in order to promote turbulence and in this way to 
obtain fully developed turbulent flow at low Reynolds number, 
Re^^ ^ 3500. 

To document further the flow development measurements 
of the turbulent intensity, skewness and flatness factors were 
obtained along the channel centreline. The higher order mo
ments are very sensitive indicators of the degree to which the 
flow is fully developed. Figure 8 shows the distributions of 
turbulence intensity, skewness and flatness factors measured 
along the channel centreline at /fj_̂ ^ = 10000. These results 
clearly illustrate that the flow was fully developed at the nominal 
measuring station, i.e., for all distances from the inlet larger 
than 60 channel heights downstream. For this reason, all mea
surements were carried out at a streamwise station 71 channel 
heights downstream from the inlet. The measurements, which 
are reported here, correspond to low Reynolds numbers, R^^ = 
2500, 3000, 4600, 5800, 6600, and 9800. The flow was tripped 
at the entrance of the channel with thin plates of 0.75 mm height 
giving a blockage ratio of 15 percent. Some typical parameters 
for each experiment are summarized in Table 1. 

4.2 Mean Velocity Distributions. Figure 9 shows the 
mean velocity profiles as a function of the normalized distance 
y'*' from the wall, i.e., M"̂  = fiy*)'-

t7+ = 
U 

V 

To normalize the data, the friction velocity was used, which 
was determined from the proposed fitting method. 

Mean velocity profiles exhibit universal behavior in the near-
wall region and show a downward shift in the logarithmic region 
at low Reynolds numbers. This trend in the logarithmic region 
vanishes at i?e,„ > 5000. Similar behavior was observed in the 
results of direct numerical simulations of turbulent channel flow 

Table 1 IMean flow parameters. 

U, (m/.) 

0301 

0.350 

0.536 

0.660 

0.762 

1.U7 

f™ (m/0 

0.250 

0.293 

0.459 

0.570 

0.658 

0971 

u,iu„ 
1.203 

1.195 

1-166 

1.159 

1.158 

1.151 

Sk, 

3100 

3500 

5400 

6700 

7600 

11300 

fl«m 

2500 

3000 

4600 

5800 

6600 

9800 
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188 

209 

293 

(C,). 

000657 

0.00668 
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(C/)., 
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0.00718 

UT{X cm/s) 

1.727 

2.021 
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5.817 

"r/frO 
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0.9810 

1.0065 
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0.9962 

0.9910 
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0.055 

0.048 
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0.017 
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Re„=3000 
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Kurodaetal.,1993 
Kurodaetal.,1989 
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Gilbert &Kleiser, 1991 
Antonia,etal.,1992 

Fig. 9 Mean velocity profiles for different Reynolds numbers. The esti
mated statistical uncertainty In the measurements is ±0.2 percent. 

that were summarized by Kasagi and Shikazono (1994). At 
Re^ = 5800 the present experimental data are in very good 
agreement with the results of numerical simulations by Kim et 
al. (1987). 

4.3 Turbulence Intensity Measurements. Turbulence 
intensity measurements, normalized with the wall variables, are 
shown in Fig. 10. All sets of data presented indicate that inten
sity scales with the wall shear velocity starting from the wall 
up to the edge of the buffer region, >>* »> 50. The peak value 
of the intensity is located in the middle of the buffer region, y * 
!== 12, and is approximately constant, Wmsx ** 2.55, over the 
Reynolds number range investigated. This finding seems to be 
inconsistent with the corresponding numerical results, which 

Fig. 10 Turbulence intensity profiles for different Reynolds numbers. 
The estimated statistical uncertainty in the measurements is ±1 percent. 
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Fig. 13 Turbulence intensity at the channel centreline normalized by 
local mean velocity as a function of the Reynolds number. The estimated 
statistical uncertainty In the measurements is ±10 percent. 

suggest a continuous increase in the peali value of intensity 
with increasing Reynolds number. This holds especially for the 
data of Antonia et al. (1992) obtained for /?,,„ = 13800. The 
data for Mml̂  of other workers, shown in Fig. 11, obtained at 
much higher Reynolds numbers compared with those attained 
in the present study, clearly support the conjecture mentioned 
above. 

It is interesting that the present experimental results and other 
published data, which are plotted in Fig. 12, indicate that turbu
lence intensity at the channel centreline scales with the wall 
friction velocity. This result, together with the skin friction 
equation for C/, implies that the following relationship holds at 
the channel centerline: 

(16) 

For the data shown in Figs. 12 and 13 the estimated relative 
measuring error is about ± 10 percent. 

Figure 13 shows that the correlation given above agrees well 
with experimental and numerical data for R,,^ a 4500. This 
result also suggests that the friction velocity can be determined 
only from the intensity measurement at the channel centreline 
if the Reynolds number is large enough. 

It is interesting to analyze the influence of Reynolds number 
on the limiting behavior of the turbulent intensity at the wall 
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Fig. 12 Demonstration for the Inner scaling of the centreline turbulence 
intensity. A summary of the existing data reproduced from different ex
perimental studies. The estimated statistical uncertainty In the measure
ments is ±10 percent. 

lim — 
,-0 V 

(17) 

since it can shed some light on the dynamics of turbulence in 
the near-wall region. Using the Taylor series expansion for the 
instantaneous velocity fluctuations near the wall: 

a^y + fl2}' + 

+ b2y'^ + 

C\y + c^y'- -H 

(18) 

it can be shown that the turbulent dissipation rate at the wall is 
given by 

(e)waii = v{a\ + c\) (19) 

According to direct numerical simulations of turbulent channel 
flow, the streamwise velocity component accounts for about 75 
percent of the dissipation rate at the wall (Kim et al., 1987; 
Antonia et al., 1992): 

(e ) . 

Thus, by measuring 

(ar ' )" ' = l i m - . a\V 

(20) 

(21) 

it is possible to obtain an insight into the influence of Reynolds 
number on (€)„ai|. 

In connection with the issue discussed above, it is important 
to estimate the accuracy of gradient-broadening correction on 
the limiting behavior of u'/U since the last term in Eq. (8) is 
not accessible by direct measurements. By normalizing Eq. (8) 
using the wall shear velocity M̂  and kinematic viscosity u of 
the fluid, we obtain 

dU^ 
= u*\xc) + 

16 V dy^ 

dhi^ 

32 V dy* 
+ h.o.t. (22) 

Evaluating the above equation at the wall, y = 0, yields 

« ) i a , l = ^ [ l + ^ ] " ^ 
4 

(23) 

Using Eq. (20), we may express the apparent intensity at the 
wall as 
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d; 

4 
^ [ 1 + ( o : a , i ] " ' (24) 

Numerical databases, as compiled by Shih and Lumley (1993), 
indicate that e^M varies with Reynolds number in the range 
(e)tM = 0.16 - 0.22. For R^,,, ==J0OO-13800, we may conclude 
from Eq. (24) that the term d^u^/dy^ in Eq. (8) contributes 7 -
10 percent to (w'Jwaih resulting in a variation of about three 
percent with the Reynolds number. 

Figure 14 shows the distributions oi u'/U near the wall ob
tained at different Reynolds numbers. The results indicate an 
increase of 15 percent in the limiting behavior of turbulence 
intensity at the wall with increasing the Reynolds number. Fig
ure 14 also shows that the trend in the experimental data is 
consistent with the results of direct numerical simulations. Since 
the measured trend is much higher than the trend resulting from 
truncation of the gradient-broadening correction given by Eq. 
(8), we believe that there is physical origin for the dependence 
of the dissipation rate at the wall on Reynolds number. 

4.4 Skewness and Flatness Factors. The present experi
mental investigations also involved measurements of higher or
der moments, the skewness and flatness factors 

(25) 

These quantities describe the details of the probability density 
function and in wall shear flows are significandy different from 
those for the Gaussian probability function. Only in homoge
neous isotropic turbulence do the higher order moments attain 
the values 5 = 0 and f = 3 which are valid for the Gaussian 
distribution. 

Distributions of the measured skewness and flatness factors 
are plotted in Fig. 15. Across the entire flow field the higher 
order moments exhibit highly non-Gaussian character. In partic
ular, the non-Gaussian variations are pronounced in the near-
wall region where the measured distributions show universal 
behavior. At the wall the skewness and flatness factor approach 
the limiting values of S ^ \ and F ^ 4.5. In the buffer and 
logarithmic flow regions the distributions of the higher order 
moments are not universal and show a tendency for decreasing 
non-Gaussian variations with increasing Reynolds number. 

5 Conclusion 

Near-wall laser-Doppler measurements were performed in a 
turbulent channel flow in order to examine the influence of the 
upstream conditions on the flow development. The experimental 
results indicate that unique flow properties independent of the 

conditions at the entrance of the channel can be obtained at 
low Reynolds numbers only by sufficient tripping of the flow 
upstream of the measuring test station. For trip blockage ratios 
higher than 15 percent it was found that turbulence quantities 
remain independent of the upstream conditions. From the mea
sured data, the minimum Reynolds number at which the flow 
could still be considered to be fully developed and turbulent is 
estimated to be R,, « 3000. 

The experimental results for the mean velocity show a down
ward shift in the measured profiles across the logarithmic region 
with increasing Reynolds number. These observations are in 
agreement with the corresponding results of direct numerical 
simulations of turbulent channel flow. 

The measured intensity profiles show, within the experimen
tal uncertainty, that these scale with the inner variables close 
to the wall. The maximum intensity, which is located in the 
middle of the buffer region, scaled with Ur is constant and 
independent of the Reynolds number. The universal scaling for 
the maximum intensity close to the wall, however, cannot be 
confirmed by the corresponding numerical results. Better agree
ment between the experimental and numerical results was ob
tained for the turbulence intensity at the channel centreline. 
Both sets of data indicate that the centreline intensity scales 
with the wall variables over a very wide range of Reynolds 
numbers. 

The limiting values of the turbulence intensity extrapolated 
at the wall were found to increase with increasing Reynolds 
number. This trend in the experimental data agrees with the 
limiting behavior ofu'lUdeduced from numerical flow predic
tions. 

JFE Data Bank Contribution 
The data, which correspond to flow conditions given in Table 

1, are available for the following quantities: Y^ normalized 
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distance from the wall; U+—normalized mean velocity; u'-\ 
normalized streamwise intensity; u'/U—streamwise intensity 
normalized by the local mean velocity; S,F—skewness and 
flatness factors of the streamwise velocity component. 
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Flowfield Investigation of the 
Effect of Rib Open Area Ratio in 
a Rectangular Duct 
The spatially periodic turbulent fluid flows and friction in a rectangular passage of 
width-to-height ratio of 4:1 with perforated rectangular ribs mounted on one wall 
have been studied using laser Doppler velocimetry and pressure probing. The parame
ters fixed were rib height to duct hydraulic diameter ratio of 0.106, rib width-to-
height ratio of 0.76, rib pitch-to-height ratio of 10, and Reynolds number of 2 X 
10*, while the main parameter investigated was the rib open-area ratio (P) with 
values of0%, 10%, 22%, 38%, and 44%. Two critical ranges ofP and three character
istic flow regimes were identified, which provides useful references of practical tests 
of computational models. The results also showed that the dominant fluid dynamic 
factors responsible for the reported peak values of local Nusselt number distribution 
could be recognized. Moreover, the secondary-flow mean velocity components were 
found to be one to two orders of magnitude smaller than the bulk mean velocity. 

Introduction 
In the cooling panels of a scramjet inlet (Chang and Mills, 

1993), chemical reaction vessels and gas-cooled nuclear reac
tors, various types of bluff bodies are deliberately arranged on 
the passage walls to periodically disrupt the flow for attaining 
heat and mass transfer augmentation. Often, the disturbances 
are applied in an asymmetric manner. Previous heat transfer 
(Liou and Hwang, 1992) and fluid flow (Liou et al., 1993b) 
studies indicated that for duct flows with solid-type ribs attached 
on the walls, the heat transfer locally deteriorated immediately 
downstream of the ribs due to the presence of separated recircu
lation cells. To remove the local heat transfer deterioration in 
the rib-wall comers of the attached solid ribs, laser holographic 
interferometry (LHI) measurements in a rectangular duct with 
repeated periforated ribs attached on one wall (Fig. 1) have been 
performed (Hwang and Liou, 1994) and the results showed the 
elimination of the aforementioned heat transfer deterioration 
around the rib-wall corners and reduction of pressure loss by 
fluid flow through the rib perforations. The present paper fo
cuses on the complementary turbulent fluid flow study. 

Some relevant previous works are summarized in Table 1 
where the ranges of parameters investigated, techniques used, 
and physical quantities measured are also listed for reference 
purpose. Among the previous studies of turbulent flows around 
perforated bluff bodies in a rectangular channel, Tanasawa et 
al. (1983) employed the resistance heating method and thermo
couple technique to determine the heat transfer coefficients in 
a channel with turbulence promoters of fence-type, perforated 
plate-type, and slit plate-type symmetrically mounted on two 
opposite walls for rib open area ratio /3 (defined in Fig. 1) and 
Reynolds number Re ranging from 0 to 50 percent and 1.3 X 
10'' to 9 X lO'', respectively. Results showed that surfaces 
with perforated plate-type turbulence promoters gave excellent 
performance under the same pumping power. Under the same 
flow conditions, Tanasawa et al. (1984) subsequently compared 
the thermal performance of plain rectangular rib-type, perfora
ted rib-type, and half-perforated rib-type. They concluded that 
half-perforated rib-type turbulence promoters with perforations 
on the lower half of the rib gave better performance. Another 
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important finding was that the local heat transfer coefficient 
decreased as a whole when fewer than two pairs of promoters 
were placed upstream. Ichimiya and Mitsushiro (1988) studied 
the effect of rib thickness, WfH = 0.5, 1, and 1.5, on the 
thermal performance and friction loss of flow in a rectangular 
duct with porous-type turbulence promoters arranged on one 
insulated wall placed opposite to the smooth heated wall for rib 
pitch-to-height ratio of PilH = 3.5, rib open area ratio of /? = 
87.3 percent, and Reynolds number of Re = 2.6 X IC* to 1.5 
X 10^. The thermocouple measured average Nusselt number 
and pressure tap measured average friction factor were, respec
tively, found to be augmented to about two to four times that 
of the smooth duct and reduced to one fourth to two thirds of 
that of the solid-type turbulence promoters. Nevertheless, no 
conclusive trend for thickness effect was reported. Ichimiya et 
al. (1991) further experimentally investigated the effects of a 
single porous-type roughness of ,0 = 87.3 percent on the heat 
transfer and friction characteristics in a parallel plate duct. The 
porous-type roughness was appUed to the insulated wall facing 
the heated smooth surface. Results showed that the thermal 
performance under the constant pumping power constraint is 
better in the laminar region than in the turbulent region. Yamada 
and Osaka (1992) conducted flow visualization and pressure 
measurements to study the effects of the aspect ratio and open-
area ratio of the plate on the heat transfer characteristics of the 
flow over a rectangular perforated plate standing on a flat wall. 
Only one flow velocity ( t 4 = 5 rn/s) was tested. They found 
that the critical open-area ratios for the presence of a recircula
tion behind the plate were between 32.5 and 48.5 percent. Re
cently, Hwang and Liou (1994) focused on the heat transfer 
enhancement in a channel containing perforated ribs. The exper
imental techniques employed were laser holographic interfer
ometry and Pitot tube probing, and the parameters investigated 
were rib open-area ratio (/3 = 0 to 44 percent), rib pitch-to-
height ratio {PilH = 5 to 10), and rib height-to-channel hydrau
lic diameter ratio {HIDe = 0.081 to 0.162). An important 
finding they made was that the ribs with (3 = AA percent gave 
the best thermal performance among the rib open area ratios 
investigated. 

In the papers cited above, most studies of the flow past perfo
rated or porous ribs have so far been related to heat transfer 
measurements and very few works relevant to velocity field 
measurements. The present work therefore focuses on the flow 
characteristics investigation. Moreover, previous qualitative ob-
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Fig. 1 Sketch of configuration, dimensions, and coordinate system of 

test section (Uncertainty in H: ±0.1 mm, in Wr. ±0.1 mm, in A and B: 

±0.2 mm, in axial position: ±0.1 mm, in transverse position: ±0.1 mm, in 

spanwise position: ±0.1 mm) 

servation of flow patterns was performed for a single perforated 
rib (Yamada and Osaka, 1992). In the present study nonintru-
sive laser-Doppler velocimetry measurements are thus under
taken for a perforated rib array mounted on one wall of a rectan
gular duct. The size of perforations is varied to examine its 
effect on the flow structures. In addition, the acquired fluid flow 
information can be complementary to our previous heat transfer 
study (Hwang and Liou, 1994). Some turbulence quantities 
related to turbulence modeling are also addressed. 

Experimental Apparatus and Conditions 

Apparatus. The overall experimental setup is shown in Fig. 
2 and is similar to that described in Liou et al. (1993a). Please 
refer to this earlier paper for more detail. The LDV optics is a 
two-color four-beam two-component system. A 4-W argon-ion 
laser with 514.5 nm (green) and 488 nm (blue) lines provided 
the coherent light sources. Both forward and off-axis scattering 
configurations were used in the experiment; based on 1/e^ ex
tent of light intensity, the former gave an ellipsoid probe volume 
of about 1.69 nm in length and 0.164 mm in diameter and the 
latter 0.74 mm in length and 0.164 mm in diameter inside the 
test section. The entire LDV system was mounted on a milling 

Table 1 A list of relevant worlds 

Year 

1970 

1984 

Ichimiyai; 

Mitsushiro 

*1991 

1992 

1994 

1997 

Authors 

Castro 

Tanosawa 
et o l . 
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Osaka 

Hwongft 
Liou 

Present 
Study 
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3.3 
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0117 
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UN 
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machine with four vibration-isolation mounts, allowing the 
probe volume to be positioned with 0.01 mm resolution. The 
light scattered from salt particles with a nominal 0.8 /xm was 
collected into photomultiplier and subsequently downmixed to 
the appropriate frequency shift of 0.1 to 10 MHz. Then two 
counter processors with 1 ns resolution were used to process 
the Doppler signals and feed the digital outputs into a PC-586 
for storage and analysis. Depending on the location of the probe 
volume in the flow, typical coincidence rates were between 500 
and 3000 s"' with a 50 fis coincidence window. In addition, 
pressure tapes were used for streamwise static pressure drop 
measurements. 

Test Section. The test section was 1150 mm in length and 
160 mm X 40 mm (2A X 2B) in cross-sectional area, and 
made of 5-mm Plexiglas, as shown in Fig. 1. The corresponding 
hydraulic diameter of the test duct was 64 mm. The aluminum 
rectangular perforated ribs of size 5.2 mm X 6.8 mm {W,IH = 

Nomenclature 

A = half width of channel (80 mm) 
B = half height of channel (20 mm) 

Cf — wall static pressure coefficient, (P 
- Po)/i0.5pUl) 

De = duct hydraulic diameter, 4B/( 1 + 
B/A) (64 mm) 

d = normal distance from wall 
/ = (Darcy) friction factor 
H = rib height (6.8 mm) 
k = turbulent kinetic energy, | (M^ + 

v') 
LR = length of primary recirculation 

zone. Fig. 8 
A' = total number of perforations 

drilled through the rib 
Nu = local Nusselt number 

NUs = average Nusselt number for the 
smooth duct (at the same mass 
flow rate) 

P = pressure 
Pi = rib pitch (68 mm) 
Re = Reynolds number, pUbDe/Hi 
Sp = stagnation point, Fig. 8 
U = streamwise mean velocity 
u = streamwise velocity fluctuation 

u' = streamwise turbulence intensity, 

Ui, = duct bulk mean velocity, 5.6 (m/ 
s) 

U„,„ = maximum negative streamwise 
mean velocity 

-TTv = turbulent shear stress 
V = transverse mean velocity 
V = transverse velocity fluctuation 

v' = transverse turbulence intensity, 

W = spanwise mean velocity 
Wr = rib width (5.2 mm) 

w = spanwise velocity fluctuation 
w' = spanwise turbulence intensity, 

( w 2 ) ' " 

X = streamwise coordinate (X = 0 at 
each rib's rear edge. Fig. 1) 

X, - streamwise coordinate (X = 0 at 
first rib's rear edge. Fig. 1) 

Xj = effective jet length. Fig. 8 
XR = reattachment length. Fig. 8 
Xr = streamwise coordinate (X = 0 at 

inlet reference. Fig. 1) 
Y = transverse coordinate, Fig. 1 
Z = spanwise coordinate, Fig. 1 
P = open-area ratio of perforated rib, 

(iV7r(^')/(2A//) 
(f) = the radius of perforation 
p = air density 

p., - laminar viscosity 
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Fig. 2 Schematic drawing of overall experimental system 

0.76 and HUB = 0.17 or HIDe = 0.106) were attached onto 
the bottom wall (F = 0). The leading edge of the first rib 
was placed at 150 mm downstream of the bell-shaped 10:1 
contraction {X, = 0 in Fig. 1). There were 16 ribs in the rib 
array. 

Experimental Conditions. The main parameter investi
gated was the rib open-area ratio /3 defined in Fig. 1 with values 
of 0, 10, 22, 38, and 44 percent. A photograph of these perfora
ted ribs can be found in our previous heat transfer work (Hwang 
and Liou, 1994) in which the shape, location, and distribution 
of the holes are clearly displayed. It should be pointed out that 
the mass flow rate through the perforations may be a more 
appropriate parameter than /3 because entrance and exit effects 
through the perforations may be important, depending on the 
shape of the holes. Nevertheless, the parameter P has been 
adopted in all the previous studies on perforated ribs, as shown 
in Table 1. The adoption of /3 thus allows the comparison be
tween the present work and previous studies to be made. As 
mentioned in the Introduction, Tanasawa et al. (1983) have also 
explored some effects of the shape, location, and distribution of 
the perforations. None of the previous studies was able to report 
the flow rate through the perforated ribs due to the experimental 
difficulty. In the current study, the laser beams could not be 
brought to sufficiently near the rib holes to allow the velocity 
measurements for determining the flow rate through the rib 
holes due to the blockage of laser beams by the rib itself. Mea
surements using particle image velocimetry are highly recom
mended for future study. The rib pitch-to-height ratio (Pi/H) 
and Reynolds number (Re) were fixed at 10 and 2 X 10'', 
respectively. Re = 2 X lO'' corresponded to a bulk mean veloc
ity of Ui, = 5.6 m/s which was used to nondimensionalize the 
experimental results. At a sufficient distance downstream of the 
first rib, it is expected that the flow pattern will repeat itself 
from pitch to pitch, i.e., becomes spatially periodic. Along the 
central plane Z/A = 0, LDV measurements of periodically fully 
developed flow were obtained at 22 axial stations between the 
11th and 12th ribs. At each station the measurements were made 
at 10 to 15 locations and could be brought as close as 0.6 mm 
from the wall. 

Verification of the spatially periodic condition was performed 
by comparing profiles of mean velocity and fluctuating compo
nents between several consecutive pitches for /3 = 44 percent 
and Re = 2 X lO''. The repeatability was found to be within 
±5.3 percent for both mean and fluctuating components. The 
spatially periodic condition can also be checked by examining 
the streamwise wall static pressure coefficient distribution, as 
shown in Fig. 3 for /9 = 22 and 44 percent. In the figure the 
first rib is located at X,/H = 0 or XJH = 10 (Fig. 1) and the 
rib pitch-to-height ratio is Pi/H = 10. The locations of static 
pressure taps relative to the ribs are X/H = 0.76 and X/H = 
6.7 in each pitch where the wall static pressures are local mini

mum and maximum, respectively. Notice that in the periodic 
region the pressure differences between X[ and Xi + Pi, Xi + 
Pi and X, + 2Pi,Xi + 2Pi and X, + 3P(, . . . , etc., are identical. 
That is, if the pressure at points, X,, Xi + Pi, Xi + 2Pi and Xj 
+ 3P(, . . . , are plotted, they will fall on a straight line. From 
Fig. 3 and the data for /3 = 0, 10, and 38 percent (not shown 
due to space limitation) one concludes that the pressure field 
attains spatially periodic condition after the third or fourth perfo
rated rib. 

There were typically 4096 realizations averaged at each mea
suring location. The statistical errors in the mean velocity and 
turbulence intensity were less than 1.6 and 2.5 percent, respec
tively, for a 95 percent confidence level. Representafive values 
of other uncertainty estimates are noted in figure captions. More 
detailed uncertainty estimates and velocity bias correlations are 
included in Liou et al. (1990 and 1993a). For the range of 
atomizer pressure setting used, the saline solution was mixed 
to produce particles from 0.5 to 1.2 nm. This particle diameter 
range is able to follow turbulence frequencies exceeding 1 KHz 
(Durst etal., 1976). 

Results and Discussion 

Friction Factor. Although the ribbed duct augments heat 
transfer, the presence of ribs increases the pressure loss. It is 
therefore worthwhile to study how the friction factor varies with 
rib's open area ratio. The friction factor in the spatially periodic 
region of the ribbed duct can be expressed as / = 
[(-^P/AX)- D,]/{p • Ul/2) where AP/AX is the axial 
pressure gradient evaluated by calculating the ratio of the pres
sure difference AP between corresponding points (pressure 
taps) of successive cycles to the rib pitch. Figure 4 shows the 
decrease of /with increasing /3 according to the functional form 
of / = -0.183/9"-^^^ + 0.3. Quantitatively, the perforation of 
ribs can reduce the friction factor to about 60, 63, 72, and 82 
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Fig. 4 Variation of friction factor with rib's open area ratio (Uncertainty 
in f: less ttian ±3.5 percent) 

percent of that of corresponding solid-type ribs ( / = 0.3 at 0 
= 0%) for P = 44, 38, 22, and 10 percent, respectively. 

Flow Characteristics in Central Longitudinal Plane 

Mean Flow Pattern. The longitudinal mean flow pattern for 
P = 44%, (38 percent, 22 percent) and (10 percent, 0 percent) 
are presented in terms of velocity vectors in Fig. 5, Fig. 6, and 
Fig. 7, respectively. These figures reveal significant influence 
of the value of 0 on the mean flow pattern, especially the 
recirculating flow in the rib wake region and the corner vortex 
in front of the rib. In general, the core flow undergoes an acceler
ation during contracting into the region in between the rib top 
and upper duct wall and then expands downstream of the rib. 
The degree of flow contraction (or acceleration), i.e., the steep
ness of the vector angle around the rib top front comer, depends 
on the value of p. For P = 44%, Fig. 5, a larger part of fluids 
located within a rib height distance from the bottom duct wall 
can flow through the rib perforations and emerge from the rib 
rear edge in the form of multi-jets (will be elaborated on in the 
later text), which results in the absence of comer vortex at the 
rib bottom front comer, and less flow contraction and expansion 
around the rib top front and rear comer, respectively. 

The degree of flow bending during expansion process also 
depends on the value of P or the strength of aforementioned 
multi-jets. The multi-jets or the core flow separated from the 
rib top tends to be drawn down onto the wall by the Coanda 
effect, as depicted in Figs. 5 to 7. As P decreases from 44% 
(Fig. 5) to 38% (Fig. 6) , the amount of fluids passing through 
rib perforations correspondingly decreases, hence not enough 
to provide the entrainment needs of the separated shear layer, 
and the Coanda effect becomes more significant. As a result. 

Fig. 6 Longitudinal mean flow patterns in terms of velocity vectors for 
J3 = 38 percent and /) = 22 percent (see Fig. 5 caption) 

the flow bending increases to an extent such that the reattach
ment flow forms a small flow reversal region immediately up
stream of the reattachment point X^/H = 3.4. Comparing Fig. 
6 with Fig. 5, one finds the presence of a critical range of rib 
open area ratio (38% < p^i <, 44%). Above P^, the Coanda 
effect only draws the expanding core flow and multi-jets slightly 
approaching the bottom duct wall, due to a sufficient amount 
of bleed air coming through rib perforations and providing the 
entrainment needs of the separated shear layer. Below Pd, the 
Coanda effect makes the expanding core flow impinge upon the 
bottom duct wall and form a recirculating flow region, due to 
an insufficient entrainment of the separated shear layer. It should 
be pointed out that the critical rib open area ratio range, 38% 
< Pc[ < 44%, concluded by the present LDV measurements 
is somewhat narrower than 32.5% < P^.^ < 48.5% reported 
by Yamada and Osaka (1992) based on the low speed flow 
visualization. The cause is attributable to the different rib ar
rangements and flow types between the two cases. The flow 
fields studied in the present work are spatially periodic duct 
flow with a rib array mounted on one duct wall whereas those 
investigated by Yamada and Osaka are boundary layer flows 
with a single rib mounted on a flat plate. 

For a still lower value of p = 22%, the multi-jets become 
weaker and the size of reattachment induced recirculating flow 
region augments toward X/H = 0, as shown in Fig. 6. As P is 
continuously lowered to 10 percent. Fig. 7 indicates that the 
multi-jets behind the perforated ribs eventually vanish and the 
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Fig. 5 Longitudinal mean flow pattern in terms of velocity vectors for Fig. 7 Longitudinal mean flow patterns in terms of velocity vectors for 
p = 44 percent (Uncertainty in U/Ub and V/Ut: less than ±3.2 percent) /3 = 10 and 0 percent (see Fig. 5 caption) 
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flow pattern is effectively similar to that of impermeable ribs 
(Fig. 7, ,0 = 0%). In other words, there exists also a critical 
range of rib open area ratio (10% < /3<,2 < 22%) below which 
the perforated ribs are effectively impermeable and the flow 
pattern is typified by the well organized wake recirculating 
bubble and corner vortex at the rib bottom front corner. Previous 
laser holographic interferometry study by the present leading 
author (Hwang and Liou, 1994) reported the permeability limit 
of the perforated ribs as a function of (3 and Reynolds number 
based on flow visualization of interferograms. According to 
their critical curve, /3<,2 is 20% at Re = 2 X lO"* which is 
consistent with the present LDV results 10% < Pc2 < 22%. 

It is noted that the steadiness of the mean flow fields illus
trated in Figs. 5 to 7 should be examined since the LDV method 
used is a point measurement scheme. One way is to compare 
the mean velocity resultant vector field of two-component LDV 
measurements with that of one-component LDV measurements. 
The differences are found to be within 3.5%. 

Figure 8 presents a summary of the related parameters charac
terizing the above discussed flow fields. The reattachment length 
XR is a well-known parameter often used for computational 
comparison since heat transfer rate around the reattachment 
point is maximum. It is the streamwise distance AX from the 
flow separation point to the reattachment point, as depicted on 
the top portion of Fig. 8. Historically, Xg behind a backward-
facing step is a weak function of Re for turbulent flows. XR in 
the present work is found to be weakly dependent on the value 
of P although it reveals a two-stage feature with about XRIH — 
3.8 for 0 = 0% and 10% and XRIH = 3.4 for /? = 22% and 
38%. The stage difference in the reattachment length is due to 
the presence of above-mentioned critical range 10% < ,5̂ 2 < 
22% above which the multi-jets are present whereas below 
which absent. Without multi-jets, fi < fi,2 < 22%, the fluids 
in front of the rib have to flow over the rib top with a larger 
acceleration, a contraction throat occurring slightly downstream 
of the rib and, in turn, a slightly longer reattachment length, as 
shown in Fig. 7. Also, comparing Fig. 7 with Fig. 6, one finds 
that the height of the primary recirculation zone is larger than 

Flow 
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Fig. 8 Variation of reattachment length (Xn), recirculation zone length 
(Ln), stagnation point (SP) , jet effective length (Xj) , and maximum nega
tive axial mean velocity {Um„) with rib open area ratio (/3) (Uncertainty 
In X R and LR: less than ±0.2 mm; in Sp and Xy. less than ±0.1 mm) 

0.00 
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Fig. 9 streamwise evoluation of axial mean velocity and turbulence In
tensity profiles of multi-jets (Uncertainty in U/U/,: less than ±3.2 percent; 
in u'/Ui,: less than ±4.4 percent) 

the rib height for 0 = 0% and 10% whereas it is lower for 0 
= 22% and 38%. Note that both /? = 0 and ^ = 10% cases 
have the same XR = 3.8H since they are impermeable and 
operated at the same Re. For the cases of /9 = 22 and 0 = 38%, 
the ribs are permeable and the same XR = 3.4// is still found 
although the flow rates over the rib top are different between 
the two cases. The reason is the weak dependence of XR upon 
Re for ribbed turbulent duct flows, as reported by Liou and Kao 
(1988). Once the multi-jets emerge from the rib rear edge, 0 
> 0c2 > 10%, the primary recirculation zone is pushed down
stream by the multi-jets. The larger the value of 0, the stronger 
the multi-jets are and the further the primary recirculation zone 
or its front stagnation point Sp (Fig. 8) is pushed. Also recall 
that the reattachment length is a weak function of 0̂. As a result, 
the length of the primary recirculation zone, LR, decreases with 
increasing 0 and eventually vanishes at /? = 44%, as shown in 
Fig. 8. Similarly, the absolute value of the nondimensionalized 
maximum negative streamwise mean velocity in the primary 
recirculation zone, U„JUh in Fig. 8, decreases from 0.34 at 0 
= 0% to only 0.06 at ^ = 38%, and finally 0 at /3 = 44%. The 
value 0.34 at /3 = 0% in the present study is close to 0.3 reported 
by Liou et al. (1993a) for the fully developed turbulent flow 
in a channel with two opposite square rib-disturbed walls. 

The detailed axial mean velocity and turbulence intensity 
profiles of the aforementioned multi-jets, featured by zigzags, 
and their streamwise evolution are depicted in Fig. 9 for the 
case of 0 = AA percent. The multi-jets interact each other due 
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to the Coanda effect such that zigzags gradually become smooth 
as XIH is increasing up to XIH = 1.3. In the present study XI 
H = 1.3 is defined as the effective jet length, designated as Xj, 
for /? = 44 percent. As expected, Fig. 8 shows that X, increases 
with increasing p for /3 > P^i > 10 percent. It is worth men
tioning here that Xj does not increase with decreasing /3 since 
the perforated rib gradually becomes impermeable and, hence, 
the jet velocity becomes smaller when 0 is decreased, as evi
denced by Fig. 6. Note that in the critical range 38% < Pci < 
44 percent, above which (i.e., (5 > Pc\ > 38%) the primary 
recirculation zone is absent, Xj only needs to be about one third 
of the reattachment length XR. It is also worth mentioning here 
that the multi-jets induced high turbulence intensities (Fig. 9) 
are closely related to the enhancement of heat transfer in the 
channel roughened by perforated ribs, as will be addressed 
shortly. Quantitatively, the multi-jets induced axial turbulence 
intensities u'lUb range from 8 to 18 percent which is about 7 
to 15 times those in the bulk flow. For reference purpose, at Xr 
= 0 reference station (Fig. 1) the M'/t/j in the core flow region 
(90% of cross-sectional area) and boundary layer (5% of chan
nel height) are within 1.2% and 9%, respectively. 

Turbulent Fluid Flow and Heat Transfer. One of the 
purposes of the present turbulent fluid flow study is to provide 
rationale for the corresponding local heat transfer coefficient 
distribution shown in Fig. 10. As can be seen, the local heat 
transfer deterioration around the rib bottom rear corner of the 
solid-type ribs (/? = 0 percent, dashed line) has been improved 
significantly by using the perforated ribs (/? = 44%, open cir
cle) . For /3 = 44 percent the peak Nu/Nu,, (solid circle) located 
around XIH = 5 ~ 6 is due to the expanding flow's approaching 
the bottom duct wall, as shown by the near wall {dIB = 0.05 
or 1 mm from the wall) negative transverse mean velocity {VI 
Ui,) distribution between XIH = 5 and XIH = 8 in Fig. 10 and 
vector field in Fig. 5. The approaching flow reduces the bound-

5.0 — I — I — I — I — r 

H/De=0.081 
Re=20000 
Pi/H=10 

Hwang &Liou 
(1994) 

/?(%) 

Local 
Max. 

0 44 

• 

-0.10 
- 1 0 1 2 3 4 5 6 7 8 9 10 

X/H 

Fig. 10 Distributions of local Nusselt number, near wall mean velocity 
components and turbulent kinetic energy (Uncertainty in klUl: less tlian 
±7,4 percent) 

0.0 0.015 0,03 0.045 0.06 
k/U.^ 

Fig. 11 Turbulent kinetic energy profiles at various lateral cross-sec
tions for ^ = 44 percent (see Fig. 10 caption) 

ary layer thickness around XIH = 5 ~ 6 and has a higher 
near wall convection mean velocity UI Ui, and turbulent kinetic 
energy klUl. The second peak Nu/NUs appears near the rib top 
front corner results from the near-rib large convective mean 
velocity UI Ui, and turbulent kinetic energy fe/ f/i (Fig. 10) asso
ciated with the steep flow turning as indicated by the large VI 
Uh at_corresponding position (Fig. 10). The highest peak 
Nu/Nus occurs immediately downstream of the perforated ribs, 
whose appearance cannot be illustrated by the near wall UlUh, 
VlUh, and klUl distributions depicted in Fig. 10 and needs to 
be further elaborated on. First, the perforations augment the rib 
heat transfer area. The conduction removes the heat from the 
heated wall near the rib bottom rear corner and the conducted 
heat is subsequently convected away by the flow over the rib 
and through the perforations. Second, the multi-jets emerging 
from the perforated rib's rear edge tend to interact and merge 
each other within XIH < 1.3, as addressed previously. The 
emergence and merger of multi-jets lead to relatively high turbu
lent kinetic energy distribution immediately downstream of per
forated ribs, as shown by Fig. 9 and Fig. 11, especially at XIH 
= 0.09. Third, the * symbol in Fig. 10 represents the duct height 
averaged turbulent kinetic energy. The results are consistent 
with the solid circle on the Nu/Nus curve. The above three 
points illustrate the appearance of the highest peak Nu/NUs 
immediately behind the perforated ribs although the heat trans
fer results were made with perforated square ribs whereas the 
fluid flow data were taken with perforated rectangular ribs (W,/ 
H - 0.76). There is one more point worthy of addressing. In 
Fig. 10, it seems that the Nusselt number with perforated ribs 
is lower than with solid ones in some places. However, the 
overall heat transfer coefficients around the perforated and solid 
ribs had been compared by integration to show the heat transfer 
improvements attained by the perforated ribs in the work of 
Hwang and Liou (1994) using laser holographic interferometry. 

As mentioned in the Introduction, the heat transfer investiga
tion of p effects in the work of Hwang and Liou (1994) con-
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Fig. 12 Near wall axial mean velocity distributions (d = normal distance 
from wall) (see Fig. 5 caption) 

eluded that P = 44% provided the best thermal performance 
under the same pumping power condition, i.e., both heat transfer 
rate and friction loss are considered. Among /3 = 0%, 10%, 
22%, 38%, and 44% examined in the present study, 0 = 44% 
provides the largest augmentation of heat transfer area due to 
perforations and the highest turbulent kinetic energy immedi
ately behind the rib due to the strongest multi-jets emerging 
from the rib rear edge. In addition. Fig. 12 depicts that /3 = 
44% gives the highest positive convective mean velocity near 
the wall for the region in between ribs. Moreover, the friction 
factor results of Fig. 4 indicate that a minimum friction loss is 
associated with /3 = 44%. Consequently, our fluid dynamic 
study supports the previous heat transfer conclusion of the best 
rib open area ratio of /3 = 44 percent for heat transfer augmen
tation under the same pumping power condition. 

Reynolds Shear Stress and Isotropy. It is well known that 
heat transfer is affected by momentum transfer and turbulent 
momentum transfer is related to Reynolds stresses. In addition, 
shear in the mean flow is a common source of energy for turbu
lent velocity fluctuations. Turbulence modelling of the relevant 
fluid flow and heat transfer needs a better understanding of the 
shear stress distribution. The contour maps of the dimensionless 
Reynolds shear stress for /? = 10% and 38% are thus depicted 
in Fig. 13. Large values of -Hv/Ul are distributed along the 
shear layers where steep mean-velocity gradients prevail (Figs. 
6 and 7). As previously discussed, in the case of /5 = 10% < 
/3c2 the perforated ribs are effectively impermeable and the main 
shear layer is the separation-bubble shear layer originating from 
the rib top. The peak value of 0.08 [7^ is found to occur early 
in the separation shear layer, along a narrow and short horizontal 
segment of about IH in length and IH above the bottom wall. 

~uv/U^ Isolines Re=20000 PR=10 

I i I I ] I I 1 I 1 1 1 
- 0 . 7 6 0 1 3 3 4 5 8 7 8 9 10 

X/H 

Fig. 13 Contours of Reynolds shear stress for /3 = 10 and 38 percent 
(Uncertainty in | -uv\/Ul: less than ±4.8 percent) 
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Fig. 14 Streamwise mean velocity profiles at a short distance behind 
the perforated rib for various rib open area ratios 

In contrast, in the case of /? = 38% > 0^2 the perforated ribs 
are permeable and the multi-jets emerging from the rear edge 
interact each other and with the main separation-bubble shear 
layer, As a result, the peak value of 0.091/^ extends the entire 
region in-between ribs along a band of 0.1 H ± 0.2//. In general, 
the -uv/Ul level of ^ = 38% is higher than that of ^ = 10%. 
In particular, immediately behind the rib, 0 < X/H < 2, the 
-uv/Ul level of ^ = 38% is nearly two times that of/9 = 10% 
due to the higher mean velocity gradients associated with the 
emerging jets for the former, as shown in Fig. 14, This latter 
observation is consistent with the heat transfer improvement of 
permeable perforated ribs (0 > 0c2 ox 0 = 22, 38, and 44 
percent) over impermeable ribs {0 < 0^2 ox 0 = Q and 10 
percent) for the region 0 < X/H < 2 addressed earlier in 
Fig. 10. 

From the turbulence modelling point of view, it is important 
to know the relative magnitudes of three velocity fluctuating 
components. Figure 15 shows that the three turbulence intensity 
components are as high as 19 to 24 percent of Ui, in the rib top 
(Y/B = 0.34) separated shear layer and, in general, the turbu
lence is not isotropic with u' > w' > v'. The latter trend is 
similar to that reported in the fully developed smooth duct flow. 
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Fig. 15 Profiles of three turbulence intensity components at X/H = 0.76 
and Z = 0 for /3 = 44% (Uncertainty in u'/Ut, v'/Ub, and m'/U^: less 
than ±4.4 percent) 
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Fig. 16 Secondary flow vectors in XIH = 0.76 piane for j3 = 44 percent 
(Uncertainty in (V + W^)/U|; iess than ±3.2 percent) 

Flow Characteristics in Lateral Cross-Section. The sec
ondary flow pattern generally varies with the lateral cross-sec
tional shape (Brundrett and Baines, 1964). The classical sec
ondary flow pattern in a smooth channel under the fully devel
oped condition is characterized by eight triangular vortex cells. 
It is interesting to see how the secondary flow pattern changes 
as a perforated rib array is mounted on one of the duct walls. 
Figure 16 is a vector plot of the measured results of the trans
verse and spanwise mean velocity components in XIH = 0.76 
cross-section for the best thermal performance case (/? = 44 
percent). It is observed that the mean secondary flow pattern 
lacks of well-organized recirculation cells due to the presence 
of multi-jets emerging from the rib rear edge. The mean second
ary flow reveals a downward and slightly spanwise motion. This 
downward motion is consistent with the mean flow field in the 
longitudinal cross-sectional plane shown in Fig. 5. Similar mean 
secondary flow pattern is found for other lateral cross-sectional 
planes. It is well worth mentioning here that the above presented 
secondary flow patterns for duct flows with ^ = 44 percent is 
different from that for duct flows with /3 = 0 percent. Previous 
hot wire measurements of secondary flow in a rectangular duct 
with an array of solid square ribs {j3 = 0%) (Fujita et al , 1989) 
indicated the presence of two large counterrotating longitudinal 
vortices near side walls. The LDV measurements of ribbed 
channel flows with solid rib arrays (/3 = 0 percent) mounted 
on two opposite walls (Liou et al., 1993a) showed the presence 
of four longitudinal vortices. Quantitatively, the magnitudes of 
V and W in lateral cross-sections are only 0.02 to 0.1 Ui, in the 
present case of /3 = 44 percent and approximately four times 
those in the smooth channel (Speziale, 1986) and 0.4 times 
those in the duct with a solid rib array (Fujita et al., 1989). 

Conclusions 

The following new and significant fluid dynamic information 
is drawn from the data presented: 

1. There exists a critical range of rib open area ratio, 38 
percent < Pci < 44%, above which there are no primary 
and corner recirculation zones behind and ahead of perfo
rated ribs, respectively. 

2. There exists a second critical range of rib open area 
ratio, 10 percent < 0^.2 < 22 percent, above which the 
perforated ribs are permeable and below which imperme
able. 

3. There exists a critical range of rib open area ratio, 38 
percent < /flti < 44 percent, below which and above a 
second critical range of rib open area ratio, 10 percent 
< P,:2 < 22 percent, the corner vortex ahead of the rib 
is still absent but a primary recirculation zones appears 
in the region in-between ribs. The center of the primary 
recirculation zone moves upstream from near the reat
tachment point and its size extends toward the preceding 
rib as the rib open area ratio is decreased toward Pc2-

4. Below Pc2^ both the primary recirculation zone behind 
the rib and the comer vortex ahead of the rib are present. 

Moreover, the primary recirculation zone is now equiva
lent to the separation bubble originating from the rib 
top shear layer with its length equaling the reattachment 
length. 

5. The three local peaks in the heat transfer coefficient dis
tribution reported previously are appropriately explained 
in the present study in terms of the expanding flow's 
approaching the duct wall in-between ribs, the large con-
vective velocity and turbulent kinetic energy associated 
with steep flow turning around the rib top front corner, 
and in particular the augmented turbulent kinetic energy 
due to the interaction of multi-jets issuing from the rear 
edge of the perforated ribs. The above fluid dynamics 
factors together with the maximum augmented heat trans
fer area and minimum friction loss due to perforations 
provide the rationale for the previous heat transfer con
clusion of the best rib open area ratio of /9 = 44 percent 
for heat transfer augmentation under the same pumping 
power condition. 

6. For /9 = 44 percent, measurements in the cross-sectional 
plane indicate that transverse and spanwise mean velocity 
components are only 0,02 to 0.1 times bulk mean velocity 
and about 0.4 times those in the duct with a solid rib 
array. 
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Numerical Analysis of the Flow 
in an Annular-Conical Passage 
The purpose of this paper is to bring new insights into the flow phenomena in an 
annular-conical passage, which—as previously disclosed experimentally—forms a 
toroidal-vortex street. The two-dimensional, time dependent Navier-Stokes equations 
are solved with an explicit finite-difference scheme based on the Marker and Cell 
method. Solutions are obtained for four different cone apex angles (P = 60, 90, 120, 
and 180 deg). For each apex angle three cases of different passage spacing are 
computed. The Reynolds number ranges from Re = 100 ~ 5000. The stress is put 
on the initiation and subsequent development of the toroidal-vortex street. Critical 
Reynolds number for several parameter settings is determined and compared with 
experimental results. 

1 Introduction 

The motivation for the present research comes from the pre
viously, broadly studied problem of the flow behavior in a pas
sage between two parallel disks. An interested reader is encour
aged to consult the works of Jackson and Symmons (1965), 
Ishizawa (1965, 1966), Raal (1978), Mochizuki (1993), and 
others. 

The characteristic feature of a channel between two parallel 
disks is that the cross-sectional area increases in the flow direc
tion. This may expose the flow to an adverse pressure gradient 
which, in the presence of wall friction, is sufficient to form 
separation and reverse flow with reattachment farther down
stream (assuming the Reynolds number is larger than a certain 
critical value). Although some speculations over a possible 
instability in the flow have been made by Raal (1978), the 
separation was generally considered to form steady annular bub
bles close to the passage inlet, as reported in Ishizawa (1965, 
1966) and Raal (1978). In fact, this could not have been other
wise, since the authors worked with steady equations. The insta
bility predictions were confirmed by Mochizuki and Yang 
(1985) who carried out an extensive experimental and numeri
cal investigation on the flow between two parallel disks. Car
rying out flow visualization experiments they disclosed that 
when the Reynolds number is gradually increased the flow 
forms three distinctive patterns: 

1. Steady flow without any separation of the shear layer 
when Re < Re^. 

2. Self-sustained oscillating flow that decays downstream. 
Re,. < Re < Re,. 

3. Self-controlled flow fluctuations followed by a laminar-
to-turbulent transition and subsequent reverse transition for Re 
> Re,. 

Rcc and Re, denote the critical and transition Reynolds numbers, 
respectively. The flow unsteadiness is in the second and third 
case caused by a vortex street consisting of vortices that periodi
cally separate from alternate side walls. The visual observations 
are supported by hot-wire measurements that confirm periodic 
variations in radial velocities. Solutions of the unsteady vortic-
ity-transport equation exhibiting periodic separation-bubble 
generation are also presented. The computational results were 
in partial agreement with the experimental observations. The 
flow channel between two paraUel disks is one of the two ex-

Cross-sectional view Flow 
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Fig. 1 Perspective and cross-sectional view of the toroidal-vortex 
street, Re = 1200, cone apex angle /3 = 90 deg, nondimensional passage 
spacing i/r = 0.3. The flow is supplied from a straight inlet pipe into the 
passage formed between the inner and outer cone. 

treme cases of a more general flow passage shape, that is a 
channel between two coaxial cones with parallel walls. Assum
ing the cone apex angle (3 is chosen to be 180 deg, one obtains 
the channel between two parallel disks. On the other hand, if 
the apex angle is set to 0 deg a channel between two concentric 
cylinders is formed. The flow passage with /3 = 0 deg, as can 
be expected, does not produce any instability such as vortex 
shedding. Since the problem of what happens when the cone 
apex angle /3 is set to be between the two extreme cases 0 deg 
and 180 deg has not, until recently, been addressed, Balatka et 
al. (1995, 1996) started systematic experimental investigation 
of the flow in an annular-conical passage with straight and 
parallel walls. The annular-conical passage is widely used in 
various technical applications such as a valve of an automobile 
engine or a poppet nozzle used for direct fuel injection into the 
cylinder of a gasoline engine, etc. (One of the crucial factors 
for improving fuel combustion is to advance the atomization 
process, which might also be affected by the behavior of flow 
passing through an annular-conical passage in a valve. The 
great efforts that are being made by the automobile industry to 
produce a clean and efficient engine even further underline the 
importance of studying the flow behavior inside the annular-
conical passage.) 
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Inner cone 

Fig. 2 Sectional view of the annular-conical passage and location of 
the two-dimensional physical domain on which the numerical modeling 
is performed. The flow entering the flow passage is assumed to have a 
uniform velocity profile with the velocity (/,. 

Fig. 3 Conical coordinate system. The Cartesian system is represented 
t>y (x',y', z') while the conical coordinates are denoted as{x,y,6). Note 
that the x and y coordinates are always perpendicular and rotate around 
the cartesian within the plane to. The x axis Is set at an angle a from the 
Cartesian z' axis. (Compare also with Fig. 2.) 

The presented studies by Balatka et al. (1995, 1996) showed 
that the flow behavior in the annular-conical passage is rather 
complicated due to a flow separation caused by an adverse 
pressure gradient, which is basically induced by the geometry 
of the flow passage. The flow visualization experiments revealed 
that the flow separation forms a vortex street with axially sym
metric toroidal vortices periodically generated on alternate side-
walls of the flow passage, as shown in Fig. 1. This phenomenon 
is similar to that formerly observed by Mochizuki and Yang 
(1985). The flow phenomenon (termed here as toroidal-vortex 
street or self-sustained oscillating flow) occurs in a certain range 
of the Reynolds numbers during the transition of flow from 
the steady laminar regime to turbulence. Thus the flow can be 
approximately divided into three regimes: 

1. Steady laminar flow 
2. Self-sustained oscillating flow 
3. Turbulent flow. 

In spite of efforts taken, it was impossible to determine by the 
experiments whether the instability in the form of toroidal-
vortex street is fundamentally formed by the annular-conical 
passage or occurs as a result of certain upstream history effects. 
It is one of the objectives of this paper to carry out a "pure" 
numerical experiment which could help answer this question. 
Due to many geometrical parameters that might influence the 
flow characteristics, extensive experimental study would be re
quired to provide a general description of the flow in the annu
lar-conical passage. Numerical analysis makes this more feasi
ble and another objective of the present study is to develop a 
computational scheme which can easily treat arbitrary shapes 
of the annular-conical passage and thus provide a wide range 
of information on the flow behavior. The present work covers 
four different apex angles (^ = 60, 90, 120, and 180 deg) and 
three different passage spacings (i/f = 0.2, 0.3, and 0.4). The 
stress is put on the first two flow regimes where the critical 

Reynolds number, which indicates the boundary between lami
nar flow and the onset of the self-sustained oscillating flow, is 
investigated in relation to the apex angle and a dimensionless 
passage spacing. The Reynolds number ranges from Re = 100 
to Re = 5000. The numerical results are then compared with 
experimental results. Since the flow visualization experiment 
revealed strong two-dimensional character of the flow phenome
non, the computational scheme is derived and used in two di
mensions as well. 

2 Numerical Modeling 

2.1 Dimensionless Parameters and Conical Coordinates. 
Figure 2 shows the sectional view of the annular-conical flow 
passage and the geometry of a physical domain on which the 
equations are solved. The annular-conical passage is fitted into 
a conical coordinate system presented in Fig. 3. This figure also 
shows notation used to describe the geometry of the annular-
conical passage. Full geometry specification of such a passage 
requires a set of three independent nondimensional geometric 
parameters. A convenient set used in the present work consists 
of the apex angle /?, the nondimensional spacing ijj, and the 
nondimensional length tp as defined in the following equations: 

-A 
''01 

y = 
''01 

(1) 

The Reynolds number used in the present study is defined as: 

Ur2s 
Re = (2) 

where Ui denotes the average inlet-flow velocity, 2s the hydrau
lic diameter with s representing the cone spacing, and i>* is the 
kinematic viscosity of air. 

N o m e n c l a t u r e 

C = geometric parameter (1) 
/ = separation frequency 

/ = flow passage length (m) 
4 = distance from inlet (m) 
p = pressure (1) 

rai = inlet radius (m) 
Re = Reynolds number (1) 

s = cone spacing (m) 
SI = Strouhal number 

U = mean local flow velocity (m/ a = /5/2 (1) 
s) 

f/i = inlet flow velocity (m/s) 
u = j;-dir. velocity component 

(1) 
V = y-dk. velocity component 

(1) 
, z' = cartesian coordinates 

X, y, 9 = conical coordinates 

P = cone apex angle (1) 
e = SOR tolerance (1) 

Lo = plane of the x and y coordinates 
(p = nondimensional length (1) 

ip^ = nondim. distance from inlet (1) 
v* = kinematic viscosity (m^/s) 
0 = azimuth angle (1) 
i// = nondimensional spacing (1) 
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The conical coordinate system, Fig. 3, which was developed 
by the authors, is described as follows: Coordinates x and y are 
perpendicular to each other and lie in the plane u which also 
includes the abscissa z' of the cartesian coordinates (x', y', 
z'). Remaining perpendicular, thex and y coordinates can rotate 
around the coordinate origin. The x axis is chosen to be at an 
angle a from the Cartesian z' axis. The plane co can rotate 
around z' with its position determined by the angle 9. The 
transformation equations between the Cartesian (x',y',z') and 
conical (x,y, 0) coordinates are: 

x' = (x'sin a - y • cos a) • cos 9 

y' = (x- sin a -~ y • cos a ) • sin 9 

X- sm a + y • cos a (3) 

Two-dimensional, incompressible Navier-Stokes equations in 
conservation form, transformed into conical coordinates are as 
follows: 

dt ^ C 
1 diC-u^) 1 diC-u-v) dp 

dx C dy 

dv 1 d{C-u-v) 1 d(C-v^) dp 

+ ^ = RHS„ (4) 
ox 

dt C dx 

1 / d^u , d^u RHS, = — I — - + —; + 
Re \ dx^ dy^ 

C dy 

sin a du 

+ -^ = RHS„ (5) 
dy 

C dx 

cos a du sin^ a sina-cosa , 
—— T,— u + v] , (6) 

C dy C^ C^ I ' V y 

_ 1 / d^v d^v sin a dv cos a dv 

' " Ri iv^ ^ a/ "̂  ~c"'a^" ~c"^ 

sin a-cos a cos a , ,„^ 
+ -^2 «--^-n. (7) 

where 

C x-sin a — y -cos a. 
P 
2 

The continuity equation is given by: 

1 d{C-u) 

C dx 
\ d{c-v) I ap Q 
C dy dx 

(8) 

(9) 

2.2 Boundary Conditions and Mapping. Boundary con
ditions employed in this analysis are sketched in Fig. 4. Due to 
the structure of the experimental apparatus it was impossible to 
measure the inlet velocity profile and apply a similar profile as 
the inlet boundary condition. The flow changes its direction 
while passing through a brief contraction in the inlet part of the 
test section to enter the passage between the two coaxial cones, 
see Fig. 1. The inlet velocity profile will be neither parabolic 
nor uniform, however, since it is desired to show that the phe
nomenon is an inherent feature of the annular-conical flow pas
sage with ideal boundary conditions (without a predeveloped 
boundary layer), a uniform inlet velocity profile boundary con
dition is used. Nonslip boundary condition, that is both velocity 
vector components equal to zero, is assumed at the walls. Since 
a highly convective flow in a diffuser will be solved, an outlet 

Free slip u 
Inlet 

Non slip' 

Non slip' 

Free slip 

Outlet 

Fig. 4 Boundary conditions used for solving the Navier-Stokes equa
tions on the annular-conical passage 

boundary condition needs to be carefully prescribed. Standard 
outlet boundary conditions, such as: 

du 
dx 

= 0, 
dv 
dx 

= 0 (10) 

or the prescription of a fully developed velocity profile (Poiseu-
ille velocity profile), do not apply for solving this problem. The 
boundary conditions in (10) are unacceptable simply because 
the velocity in a diffuser flow continuously decreases and up 
to a certain distance in the downstream direction may still be 
affected by the upstream fluctuations. Assuming that the self-
sustained oscillations are gradually damped as the flow proceeds 
downstream and the flow finally reaches a steady state with the 
velocity distribution of a fully developed diffusing flow, the 
problem of the outlet boundary condition was eventually solved 
by "sending the mesh exit location to infinity." This was done 
by applying an infinite to finite mapping to the physical domain. 
The physical domain was thus divided into two parts. The first 
part was mapped linearly while the second one used a transfor
mation to set the outlet at infinity. The infinite to finite mapping 
is accomplished through the following transformation equation: 

(go - i,r 
Co-? 

+ 2 - 6 - C o (11) 

where ? is the coordinate which replaces x in the computational 
domain, go is the value of g at the mesh exit, and g, denotes 
the location from where the transformed region begins. The £,, 
parameter is chosen at some reasonable distance downstream 
of the flow passage inlet. Since at infinity the diffuser has an 
infinitely large cross-sectional area, the following boundary 
conditions can be prescribed at the outlet: 

0 , ^ = 0 
dx 

(12) 

The dummy values that are necessary for obtaining the flow 
field variables near inlet and nonslip wall boundaries are calcu
lated by parabolic extrapolation. A linear extrapolation is suffi
cient to obtain the outlet dummy values. 

2.3 Numerical Procedure. The applied computational 
scheme is based on the HSMAC method of Hirt and Cook 
(1972). The scheme utilizes an explicit, second-order accurate 
Adams-Bashforth type of temporal differencing, third-order ac
curate upwind differencing for convection, and fourth-order ac
curate central differencing for diffusion terms. 

Before the results shown in this study were computed, an 
extensive numerical testing was carried out to validate the com
putational scheme and obtain optimum parameter settings. The 
computational scheme was first tested on the flow between two 
parallel plates. Computed profiles for the fully developed lami
nar flow were compared with an analytical solution and found 
to differ by less than 1 percent. The equations were then rewrit
ten in the conical coordinates and tested on various grid sizes 
including 335 X 49, 285 X 39 and 185 X 29 grid for an apex 
angle /0 = 90 deg, passage spacing ip = 0.4 and Re = 5000. 
The results were compared with the experimental investigation 
available in Balatka et al. (1995) and Balatka et al. (1996). It 
was found that the 185 X 29 grid is insufficient to model the 
experimentally observed phenomenon of the toroidal-vortex 
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d) Re = 3000 y Separation bubble ^ 

Fig. 5 Streamline patterns and velocity profiles obtained by numerical 
simulation when the Reynolds number was gradually increased. The re
sults were computed for an apex angle p = 90°, spacing i/r = 0.4 and 
length tp = x. 

street. The grid sizes 335 X 49 and 285 X 39 (and those in 
between) produced the same qualitative results, as the experi
mental observations. The vortex shedding frequency varied 
within two percent while the separation point of the first inner 
wall separation bubble was found not to change its location 
when the grid was refined. Since the computational time greatly 
increases as the grid is refined, grid size 285 X 39 was selected 
for the numerical investigation. The tolerance for convergence 
of SOR used to satisfy the continuity equation is e = 0.002, 
values 5 times greater and 4 times smaller produce negligible 
changes in the results. Further decrease in e results in immense 
computational times. The time step is typically set between 
0.005 (when vortex shedding takes place) and 0.01 (no vortex 
shedding) to keep the Courant numbers less than unity. In terms 
of real time values, such time steps correspond approximately 
0.00007 s and 0.0011 s, respectively. The former value was 
used to compute flows where the vortex shedding with the 
typical frequency of 6 Hz occurs. To examine solution indepen
dence of the initial conditions, the solution for Re = 5000 is 
obtained in three different ways. First, a final solution was 
developed from the uniform flow initial condition by gradually 
increasing the Reynolds number and letting the flow develop 
for each of the set Reynolds number. Second, a final solution 
was obtained directly from the uniform flow initial condition 

Inlet 

Inlet 

Flow ^ ^ ^ ^ » 

Ao.3 
\ 1st separation bubble 

!* = 0.4 
/ 

fle = 5000,;8= 90°, (p= «> 

Inner wall 

Outer wall 

Inner wall 

Outer wall 

Fig. 6 Comparison of the streamline patterns for two different values 
of the cone spacing i/>. The flow pattern is seen to be inverted with 
respect to the inner and outer wall. 

and third, a final solution was obtained when assuming a Poiseu-
ille flow throughout the flow passage as an initial condition. 
These final solutions were the same for all three cases, so we can 
assume that the results are independent of the initial conditions. 

3 Results and Discussion 

3.1 Changes in Flow Pattern When Increasing the Reyn
olds Number. Let us first examine how the flow changes 
when increasing the Reynolds number. The experimental study 
Balatka et al. (1996) showed that a steady laminar flow exists 
in the flow passage for low Reynolds numbers. As the Reynolds 
number is increased, the flow gradually undergoes transition 
and, at a Reynolds number of about Re = 400 (/? = 90 deg), 
starts to form a toroidal vortex street. 

Computations were performed for each geometry case (ip = 
0.2, 0.3, 0.4 and /? = 60, 90, 120 deg) for the following Reyn
olds numbers: Re = 100, 1000, 2000, 3000, 4000, and 5000. 
The streamline patterns and selected velocity profiles are shown 
in Fig. 5. The flow is laminar and steady for Re = 100. When 
the Reynolds number is increased to Re = 1000, Fig. 5(b) 
the flow forms velocity profiles with inflection points which 
indicates that the flow has become potentially unstable and that 
separation can be expected when the Reynolds number is further 
increased. Indeed, a backflow is detected for the next computed 
Reynolds number Re = 2000. Two almost symmetric (with 
respect to the axis in the passage center parallel with the side 
walls) separation bubbles are formed along both walls near the 
entrance. They are, however, small and invisible in Fig. 5(c) . 
The separation bubbles increase in their size and relocate to 
form an asymmetric pattern for Re = 3000 as can be seen in Fig. 
5{d). The flow is at this stage steady, creating three separation 
bubbles near the flow passage inlet. As the flow proceeds down
stream, it reattaches and continues toward the outlet as a steady, 
laminar flow. Behavior of the flow substantially changes when 
the Reynolds number is set to Re = 4000, Fig. 5(e). The third 
steady separation bubble breaks down and only the first and 
second one remain shedding vortices to the downstream region 
thus producing the vortex street. The toroidal vortex street is 
well established at Re = 5000 with a regular vortex shedding. 

As can be seen in Fig. 5, the first separation bubble is formed 
at the inner wall. A similar kind of steady separation was, in 
the case of i// = 0.4, observed in the experiment as well; how
ever, the first separation bubble was always formed at the outer 
wall. This is suspected to be caused by the influence of a 
rounded corner at the transition from the inlet pipe into the test 
section, see Fig. 1. It is so far unsolved as to why in the numeri
cal simulation for this particular parameter setting, the first sepa
ration bubble formed at the inner wall. The authors believe that 
if an appropriate disturbance is introduced at the opposite wall, 
the flow pattern will be reversed with the first separation bubble 
generated at the outer wall. 

When the spacing is set to ij/ = 0.3, for example, keeping 
the other parameters the same the separation bubble occurs first 
at the outer wall see Fig. 6. A similar change in the separation 
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Numerical Results 

a) Streamline pattern 

b) Velocity profiles at selected locations 
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Fig. 7 Toroidal vortex street-comparison with the experiment, (a) 
Shows the streamline pattern, (b) depicts the velocity vectors at different 
locations and (c) shows the pressure field. Photograph of the flow phe
nomenon, obtained during the experimental investigation is shown In 

Numerical Result Location of Probe 
In the Flow Passage 

V,, = 6.8 

Exit 

Vx 20 

> x = 2 . 5 

time [sj 

Fig. 8 Time variation of u-velocity. Graph (a) shows the variation of u-
velocity obtained by marching solution in time. Graph (b) displays the 
result of hot-wire measurements. 

bubble arrangement is also observed when the apex angle /3 is 
changed, for instance at 60 deg. This problem of determining 
whether the first separation bubble is generated on the inner 
and outer wall depending on where a certain disturbance occurs, 
or if it depends on the geometrical parameters, may be a good 
one to investigate further. 

3.2 Modeling of the Toroidal-Vortex Street and Com
parison With Experiment. One of the major achievements 
of this work is the gaining of the knowledge that the toroidal-
vortex street is formed by the annular-conical flow passage itself 
and is not the result of an upstream history effect. The toroidal-
vortex street exists as one of the solutions of the Navier-Stokes 
equations even in the case when the ideal boundary conditions 
(see Fig. 4) are prescribed. This could have never been clarified 
by the experiment which always suffers from an undefined inlet 
velocity profile or a random upstream disturbance, for example. 
The qualitative evidence is given in Fig. 7 (a ) , which shows 
the streamline pattern of the toroidal-vortex street in an annular-
conical passage with an apex angle, ^ = 90 deg, spacing ip = 
0.4 and a Reynolds number. Re = 5000. Figure 7(b) displays 
the computed velocity vectors at several selected locations in 
the flow and the pressure contours are shown in Fig. 7(c) . 
For a comparison, the photograph of the toroidal-vortex street, 
obtained during the experimental investigation is presented in 
Fig. 7(d). As can be seen, there is a good qualitative similarity 
between the numerical result and the experimental observation. 
It is noted, however, that the Reynolds numbers are somewhat 
different. The toroidal-vortex street in the experiment was ob
served in the range of Re = 400 ~ 2000 with Reynolds numbers 
Re = 2000 already displaying the traces of turbulent-like behav
ior. The numerical simulation predicts the onset of the toroidal-
vortex street between Re = 3000 ~ 4000. This difference is 
believed to be caused by two reasons in particular. First, the 
numerical simulation is performed under ideal boundary condi
tions (numerically prescribed) with a uniform profile at the 
flow passage inlet. This, in comparison with the experiment, 
makes for better flow stability. Considering the fact that diffus
ing flows are very sensitive to the upstream conditions of the 
flow, the increase in the vortex-street-onset Reynolds number 
seems to be reasonable. In fact, some computations were per
formed assuming a parabolic velocity profile at the inlet. This 
yields the vortex-street-onset Reynolds numbers between 300 
to 500. Second, certain effects may be expected to arise from 
treating the flow as axisymmetric, which—strictly speaking— 
is not true in reality. 

Approximate length of the vortex street 

• i i i > > F > t > > n n i M n n i I I I ! M I I Ml n II M I rrrm-j-n 
Be = 5000, ^ = 90*, ?) = 00, i/f = 0.3 

Approximate lengtli of the vortex street 

Hfca#»^y^i»i»»w^ 

^^ = 6.8 (see Fig. 8) \ g ) j ^ = 12.8 

f?e = 5000,/9 = 90°,9i=oo, yj = 0.4 

1 1 
1 fla=5000,/3 = 90 ' , ^=00, ^ = 0 . 4 j 

- Numerical Result 

O-S 1.0 tlmefs) 1-5 

Fig. 9 Toroidal vortex street—overall view of the linearly mapped flow 
passage. The streamline patterns and velocity vectors at various loca
tions in the test section are displayed. The graph shows time variation 
of u-velocity at a downstream location tp,, - 12.8. 

Figure 8 shows the comparison between the numerical and 
experimental oscillations of M-velocity. An experimental probe, 
a hot wire, was set at the place where the most regular signal 
associated with the well developed vortex street was detected. 
That is at a distance s/4 from a passage wall in the transverse 
direction and at a distance ip^ = klrm = 2.5 from the passage 
inlet in the streamwise direction. The numerical probe was set 
at the same transverse location but it had to be moved down
stream to ifx = 6.8 in order to detect the variations in M-velocity 
caused by the developed vortex street. This is because the flow 
needs a longer distance to develop and form the vortex street 
due to the uniform velocity profile prescribed at the passage 
inlet. It can be seen from the comparison of these results that 
the nature of oscillations in the numerical flow field is similar 
to that obtained experimentally. Processing the signal from the 
hot-wire anemometer by an FFT frequency analyzer yields the 
separation frequency of approximately 2.6 Hz. Numerically ob
tained separation frequency is, for the above conditions, approx
imately 6 Hz. Defining the Strouhal number as 

SI 
2s-f 

U 
(13) 

where U is the mean local velocity at the place where the 
frequency was measured, the experiment and numerical simula-
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Fig. 10 Experimentally obtained critical Reynolds numbers plotted as a 
function of the apex angle p and nondimensional passage spacing iji 
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Fig. 11 Numerically obtained critical Reynolds numbers plotted as a 
function of the apex angle 0 and nondimensional passage spacing i/r 

tion give almost the same SI value that is 0.81 and 0.8, respec
tively. 

Figure 9 shows the overall view of the linearly mapped physi
cal domain, which is about 1 m long. Experiments were per
formed on a flow passage with about 400 mm in length. The 
overall view is included here to demonstrate the fact that the 
upstream generated toroidal-vortex street gradually diminishes 
as the flow proceeds downstream and finally reaches a steady 
state with the fully developed diffusing flow. To support this 
statement a graph which shows the variation of «-velocity at a 
downstream location {f:^ = 12.8) is included in Fig. 9. Compar
ing the M-velocity variation at ^^ = 6.8 (see Fig. 8) and (̂ , = 
12.8 (see Fig. 9) it is clear that the oscillations are damped in 
the downstream region as shown by the nonvarying M-velocity 
in the graph for ^px — 12.8. Physically, this process takes place as 
a result of prevailing viscous forces in the downstream region, 
emphasized by the deceleration caused by the diffuser effect, 
which can be noticed in the velocity profiles displayed beneath 
the streamline pattern in Fig. 9. A certain contribution may also 
be expected from the azimuthal straining which elongates the 
vortex lines. 

The flow patterns presented in Fig. 9 for i/» = 0.3 and 0.4, 
also reveal that the phenomenon significantly changes when the 
cone spacing ip is changed. As the gap decreases, the place 
where the vortices are generated moves upstream and the down
stream distance up to which the vortices propagate is decreased. 
Clearly, further research is necessary to explore various im
portant scalings, such as the vortex frequencies or spacings, or 
the length of the zone containing the vortices (before they are 
damped). 

3.3 Numerical Investigation of the Critical Reynolds 
Number and Comparison With Experiment. The critical 
Reynolds number, that is the lower bound Reynolds number 
below which the flow remains laminar, steady and without sepa
ration was experimentally investigated in Balatka et al. (1996). 
The critical Reynolds number was studied there on the basis of 
flow visualization and it was found that the critical Reynolds 
number varies with a change in the geometric parameters ip and 
p. The results are reproduced in Fig. 10. As the graph indicates, 
the critical Reynolds number decreases with an increase in the 
apex angle /0 as a result of an increasing adverse pressure gradi
ent. Similarly, an increase in the passage spacing ip produces a 
stronger adverse pressure gradient, which reduces the critical 
Reynolds number (viscous effects may play their role as well). 

Results of the numerical investigation of the critical Reynolds 
number, that is the Reynolds number below which the flow is 
laminar, steady and without any separation, are presented in 
Fig. 11. Notice that several more parameter settings including 
the extreme case of ,9 = 180 deg are numerically investigated. 
The graph shows that the critical Reynolds number increases 
as the passage spacing ip is decreased from 0.4 to 0.2. A similar 

trend can be observed in the experimental result. Fig. 10. On 
the other hand, the critical Reynolds number is decreased with 
an increase in the apex angle /5. This trend can also be observed 
in the experimental results. Fig. 10. The shaded region in Fig. 
11 indicates the boundary between the flow with and without 
separation, the critical Reynolds number, for given parameters 
if/ and 0. If the flow is simulated for such a parameter setting 
that yields a Reynolds number on or above the shaded surface 
in Fig. 11, it will separate. The flow will, however; remain 
without separation if the Reynolds number falls under the 
shaded surface. Further numerical experiments are, however; 
necessary to map the flow behavior more accurately. 

4 Summary 
The flow in an annular-conical passage is studied on the basis 

of numerical analysis. For this purpose a new coordinate system 
which fits the flow passage was derived and the Navier-Stokes 
equations were transformed into it. Subsequently computer 
code, which handles an annular-conical passage with arbitrary 
apex angle P and passage spacing ip and is capable of solving 
highly convective flow, was developed. 

Solutions were obtained for four different apex angles (/? = 
60, 90, 120, 180 deg) and three passage spacings (i/> = 0.2, 
0.3, 0.4). The Reynolds number ranged from Re = 100 to 5000. 
Changes in the computed flow pattern for increasing Re were 
found to be similar to those observed experimentally. The nu
merical results revealed that the instability, toroidal-vortex 
street, exists in an annular-conical passage under pure boundary 
conditions and is an inherent feature of the flow flowing through 
such a passage. The experimentally and numerically obtained 
Strouhal number was found to coincide. It was shown that the 
flow pattern varies with a change in the passage spacing and 
that vortices are damped downstream. The computed trends for 
the critical Reynolds number were similar to those previously 
obtained by the experimental investigation. 
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Turbulent Flow Past an Array of 
Bluff Bodies Aligned Along the 
Channel Axis 
Computations and measurements of time mean velocities, total fluctuation intensities, 
and Reynolds stresses are presented for spatially periodic flows past an array of bluff 
bodies aligned along the channel axis. The Reynolds number based on the channel 
hydraulic diameter and cross-sectional bulk mean velocity, the pitch to rib-height 
ratio, and the rib-height to channel-height ratio were 2 X 10'', 10, and 0.13, respec
tively. The unsteady phase-averaged Navier-Stokes equations were solved using a 
Reynolds stress model with wall function and wall-related pres.sure strain treatment 
to reveal the feature of examined unsteady vortex shedding flow. Laser Doppler 
velocimetry measurements were performed to measure the velocity field. Code verifi
cations were performed through comparisons with others' measured developing sin
gle-rib flow and our measured fully developed rib-array flow. The possible causes 
for the differences between the experiments and computations are discussed. The 
calculated phase-averaged flow field clearly displays the vortex shedding behind the 
rib and is characterized in terms of shedding Strouhal number, vortex trajectory, 
vortex celerity, and vortex travelling distance in a phase cycle. Furthermore, the 
difference between the computed developing single-rib flow and fully developed rib-
array flow is addressed. 

Introduction 
The arrangement of bluff bodies along the length of a passage 

to periodically disrupt the flow, as depicted in Figs. 1 and 2, is 
a widely adopted technique for heat exchange systems. Trans
verse and/or longitudinal vortices existing in this type of con
figuration are found to influence the pressure loss and mixing 
between the cold flow and hot walls (Fiebig, 1995; Suzuki, 
1996). The design of a heat exchanger requires a thorough 
understanding of the vortex structure and its role in affecting 
heat transfer. Most previous studies were related to a single 
cylinder of circular or rectangular cross-section immersed in 
freestreams, while less studies pertinent to flow passing through 
cylinders in confined ducts. Some works relevant to this paper 
are cited below. 

In studying laminar flows around and behind square and cir
cular cylinders, Davis et al. (1984), Franke et al. (1990), Su
zuki et al. (1993, 1994a), and Li and Humphrey (1995) numeri
cally solved the unsteady Navier-Stokes equations. Among 
them, Davis et al. (1984) experimentally performed smoke-wire 
visualization and numerically solved two-dimensional unsteady 
Navier-Stokes equations to study laminar flows past a single 
rectangular cylinder in a confined channel. The effects of Reyn
olds number, blockage ratio, inlet velocity profile, and cylinder 
aspect-ratio were investigated. They found that the vortex shed
ding and drag force were more influenced by the effects of 
blockage ratio and inlet velocity profile. Suzuki et al. (1993) 
performed a two-dimensional numerical calculation for un
steady laminar flows in a channel obstructed with a square rod. 
The effects of rod sizes, Reynolds number, and inlet flow veloc
ity profiles on the instantaneous flow structure were investi
gated. The blockage ratio was found to be a major factor govern
ing the appearance of the crisscross motion of the vortex. From 
the calculated instantaneous velocity fields Suzuki et al. (1994a) 
addressed the mechanism of criss-cross motion and the role of 
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nonzero value of cross-correlation between the streamwise and 
lateral velocity fluctuating components. 

For confined turbulent flows past bluff bodies, which usually 
occur in practice, stochastic three-dimensional turbulent fluctu
ations are superimposed on the periodic vortex-shedding motion 
in the wake region. The simulation of large coherent structures 
in the turbulent wake flow is difficult because of the wide
spread spectrum of scales. Large eddy simulation is a promising 
one to solve this problem and attracts much attention (Tamura 
et al., 1990; Werner and Wengle, 1991; Murakami et al., 1993; 
Yang and Ferziger, 1993), but its computer resource require
ment still limits its wide engineering application. Phenomeno-
logical turbulence modeling is a practical alternative choice but 
needs further improvements. Rodi (1993) reviewed the simula
tions of turbulent flows past a bluff body and concluded the 
general superiority of Reynolds stress model over k ~ t model 
and the promising application of large eddy simulation. Franke 
and Rodi (1993) calculated the turbulent flow past a rectangular 
cylinder behind which a von Karman vortex street existed ac
cording to the experiments. They compared four different turbu
lence models: k — e model and Reynolds stress model (RSM) 
(Launder et al., 1975), each with wall function and one-equa
tion near wall treatment (also referred to as two-layer model). 
In using the RSM model the wall-related pressure-strain model 
of Gibson and Launder (1978) was adopted. They found that 
the A: — e model with wall function did not produce any vortex 
shedding at all whereas the other three models predicted vortex 
shedding. Among them, the RSM variants produced results in 
fairly good agreement with experiments. Johansson et al. (1993) 
used a finite volume code with ak - e model and wall function 
to calculate the unsteady turbulent flow around and behind a 
triangular-shaped flameholder. The periodic motions in the vor
tex street were shown to be far more important than the turbulent 
stochastic motions in exchanging momentum in the transversal 
direction. Durao (1988) measured the turbulent wake flow field 
of a square cylinder using laser-Doppler velocimetry (LDV). 
The experiments were performed in a water channel with a 
blockage ratio of 0.14 and Reynolds number based on the cylin
der height of 14000. They showed that in the zone of highest 
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Fig. 1 Sketch of configuration, coordinate system and dimensions of 
the test section (Uncertainty in H: ±0.1 mm, in Wri ±0.1 mm, in A and 
S: ±0.3 mm, in axial position: ±0.1 mm, in transverse position: ±0.1 mm, 
in spanwise position: ±0.1 mm) 

velocity oscillations the energy associated with the turbulent 
fluctuations is about 40 percent of the total energy, including 
periodic and turbulent fluctuations. Lyn and Rodi (1994), and 
Lyn et al. (1995) measured the turbulent wake flow of a square 
cylinder using LDV. The experiments were performed in a wa
ter channel with a blockage ratio of 0.07 and Reynolds number 
based on the cylinder height of 21,400. Lyn and Rodi (1994) 
focused on the turbulent shear layer and associated recirculation 
region on the top and bottom walls due to flow separation from 
the forward comer of the cylinder. Lyn et al. (1995) focused 
on the turbulent near-wake flow around the cylinder. 

Studies involving more than one detached cylinder arranged 
in a channel are seldom found in the available literature. For 
two cylinders in tandem, Tatsutani et al. (1993) performed 
dye visualization and direct numerical simulation using a two-
dimensional unsteady Navier-Stokes code with QUICK scheme 
(Leonard, 1979) to investigate the effect of the cylinder separa
tion distance on the flow behavior and heat transfer of the 
downstream cylinder. The investigated Reynolds number based 
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Fig. 2 Schematic drawing of overall experimental system 

on cylinder diameter ranged between 200 and 1600, the 
blockage ratio was 0.2, and the cylinder separation distance-
height ratio was between 0.25 and 4. At a critical separation 
distance, the flow was found to be bistable and alternate iDetween 
two patterns, i.e., a closed intercylinder gap recirculation and 
an oscillating wake forming behind the upstream cylinder. A 
correlation between the critical spacing and Reynolds number 
was obtained numerically. Valencia (1996) also numerically 
studied the effect of the cylinder separation distance on the 
flow and heat transfer for three cylinder separation distance to 
cylinder height ratios (Pi/H) of 1, 2, and 4. The investigated 
Reynolds number based on cylinder height ranged between 100 
and 500. He found that a value of Pi/H = 4 resulted in the 
largest heat transfer enhancement among Pi/H values examined 
because of the oscillating flow appearing in the intercylinder 
gap. 

For an array of bluff bodies built-in a channel and detached 
from the wall, Karniadakis et al. (1988), Amon and Mikic 
(1991), Suzuki et al. (1994b), and Liou et al. (1995, 1997) 
investigated the in-line array of cylinders whereas Oyakawa 
and Mabuchi (1983), Oyakawa et al. (1986), Yao et al. (1987, 
1989), and Treidler and Carey (1990) all experimentally stud
ied the staggered array of cylinders. For an in-line array of 
obstacles, Karniadakis et al. (1988) computationally showed 
that cylinder-induced laminar flow instabilities produced com
parable heat transfer with that of turbulent flows in unobstructed 
channels while incurring significantly less dissipation. Amon 
and Mikic (1991) and Suzuki et al. (1994b) both numerically 

Nomenclature 

A = half width of duct (30 mm) 
B = half height of duct (15 mm) 

C,, = pressure coefficient 
De = duct hydraulic diameter (40 mm) 
/ = vortex shedding frequency 
H = rib height (4 mm) 
Ic = turbulent kinetic energy 

Pi = pitch length (40 mm) 
Re = Reynolds number based on chan

nel hydraulic diameter 
( =pUr^lDJHi) 

RCH = Reynolds number based on rib 
height (=pU,^,H/fj.i) 

St = Strouhal number {=fH/U,^s) 
T = period of a vortex shedding cycle 
u = long-time mean streamwise veloc

ity 
{u) = phase-averaged streamwise veloc

ity 

u" = streamwise total fluctuation in
tensity = {{u'u') + MM)"^ 

t/ref = duct bulk mean velocity as a 
reference velocity, f/ref = 7.78 
(m/s) 

f/j = vortex celerity 
—u'v" = total time-mean shear stress = 

—uv — (u'v') 
{u'v') = phase-averaged turbulent shear 

stress 
V = long-time mean transverse 

velocity 
(v> = phase-averaged transverse 

velocity 
u " = transverse total fluctuation in

tensity = ({v'v') + w)"^ 
Wr = rib width (4 mm) 
X - streamwise coordinate 
XR = reattachment length 

Y = transverse coordinate 
y ,t = the distance of first grid points 

from the wall in wall coordinate 
e = dissipation rate of turbulent kinetic 

energy 
p = air density 
yti, = laminar viscosity 

(i^) = phased-average value of instanta
neous variable ip 

if' = turbulent fluctuation of instanta
neous variable ip 

ip = long-time mean value of instanta
neous variable ip 

(p = periodic fluctuation of instanta
neous variable ip 

(p" = total fluctuation of instantaneous 
variable (p 
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investigated self-sustained oscillating laminar flows. Only Liou 
et al. (1995) and Liou et al. (1997) performed spatially periodic 
turbulent heat transfer and fluid flow measurements, respec
tively. Their laser holographic interferometry (LHI) data (Liou 
et a l , 1995) indicated the presence of vortex shedding behind 
the ribs when the distance between the rib array and the wall 
was arranged above an appropriate distance. The complemen
tary laser-Doppler velocimetry data (Liou et al., 1997) provided 
the fluid dynamic explanation to the LHI results and revealed 
the importance of the vortex shedding on the heat transfer aug
mentation. 

The above relevant studies have provided valuable informa
tion related to flows past one or two cylinders in a channel. 
Until the present work, there are very few experimental studies 
and, in particular, no computational studies on turbulent fluid 
flows in a channel with an an-ay of bluff bodies detached from 
the wall. The main purpose of this article is therefore to investi
gate the turbulent flow in a channel with a detached rib array 
by both LDV measurements and numerical simulations. The 
LDV measurements provide mean velocity and turbulent inten
sity profiles for assessing the computational results. The numeri
cal simulations additionally reveal the instantaneous flowfield 
information since the unsteady phase-averaged Navier-Stokes 
equations incorporated with the second moment closure turbu
lence model are solved. As addressed in the above survey of 
published works, in simulating turbulent flows past a rectangular 
bluff body Rodi (1993) concluded the general superiority of 
Reynolds stress model over k - e model and Franke and Rodi 
(1993) reported the failure of k — e model with wall function 
in producing any vortex shedding. Similarly, our preliminary 
computations using k - e model with wall function also indi
cated the lack of vortex shedding and poor prediction of stream-
wise time mean velocity variation (shown shortly in Fig. 4 ) . 
Thus a Reynolds stress model with wall function and the wall-
related pressure-strain model of Craft and Launder (1992) , 
which avoids the inappropriate near-wall enhancement of iso-
tropisation at impingement/reattachment region, is adopted in 
this study. Computational results based on the aforementioned 
two different wall-related pressure-strain models adopted in the 
present study and the work of Franke and Rodi (1993) are 
subsequently compared. In addition, a comparison of flow fea
tures between the developing flow around a single rib and spa
tially periodic fully developed flow around the rib of a rib array 
is made. 

M a t h e m a t i c a l F o r m u l a t i o n 

Governing Equations. Figure 1 depicts the coordinate sys
tem to be used for formulating the governing equations and 
describing the results. Following the concept of Reynolds de
composition an instantaneous quantity ip is split into 

ifi = {(fi) + (p' (1 ) 

where {ip) is the mean value and (p' the stochastic turbulent 
fluctuation. It is expected from the preceding literature survey 
that the large-scale coherent vortex shedding may appear behind 
the rib bluff-bodies. The mean value (ip) may therefore vary 
slowly with time and must be the so called ensemble (or phase) 
averaged value. Applying Eq. (1 ) to the incompressible continu
ity and Navier-Stokes equations, one obtains the following en
semble (or phase) averaged governing equations: 

dxi 
= 0 

d(Ui} d 

dt dxj 
({Uj} (U,)) 

I dip) 

p dXi dXj 

dju,) 

dxj 

(2) 

(«;«;) (3) 

Due to the periodic vortex shedding behind the rib bluff bodies, 
the ensemble averaged value (i^), as suggested by Hussain and 
Reynolds (1970) , can be further decomposed into 

(p) ^ p + ip (4) 

where p> is the long-time-averaged value and (p the periodic 
fluctuation. In summary, an instantaneous quantity can be ex
pressed as 

p>{t) = p + (p{t) + p'{t) = p + p"{t) (5 ) 

where p"(t) stands for the total fluctuation. 

Turbulence Models. The Reynolds stresses (uju-) in Eq. 
( 3 ) must be modeled to close the governing equations. The 
transport equations for the Reynolds stresses can be written in 
the following Cartesian tensor form: 

dxt 

in which 

( ( « * ) ( « ; « ; ) ) = Dij + Ptj + 4)y 

" dxt \ " (e) dx,, 

Sue (6 ) 

(7) 

P. = - ( {u[u[) ^ + («>I) ^ I (8) 

bij = "'^i TTT ( (" . '«) ) ~ 3 ^ijik) 

c , ( P , - ^ < 5 , P . ) + <^r" (9 ) 

are, respectively, the diffusion, production, and pressure strain 
terms. The wall-related pressure-strain model of Craft and Laun
der (1992) , which avoids the inappropriate near-wall enhance
ment of isotropisation at impingement/reattachment region as
sociated with the standard k - e model, is adopted in this study 

<^r" = c ; - — {u'iUj}ntn,„5ij 
ik) 

3 3 
- - (u'lUDnjHk - - {Uju[)nink)f - {c'i{u[u',n) 

+ c!ikn0i„) —— ( 
ox,„ 

- C4 ( 4>t„AtnJij - - 4>ijnjn,„ - - <^tt«jK„ j (10) 

where w,- is the unit vector component in the x, direction and 
the wafl-proximity function / = ( f ° " ( ^ ) ' V e K : A « ) with An 
being the normal distance from the wall. In the Eq. ( 1 0 ) , (py 
takes the following forms: 

{Uiu't) - -Sikik) -—^ 
3 / dxt 

(11) 

c{ = 0.5, c j = 0.08, c'i = 0.13, c j = 0.10 (Craft and Launder, 
1992). The k — e model is used in connection with wall func
tions to determine the Reynolds stresses (ujuj). The eddy vis
cosity concept is adopted to relate the eddy viscosity (J^,) to the 
turbulent kinetic energy (k) and its rate of dissipation (e) , i.e., 
{u,} = c,{ky/ie). 
The equations for (k) and (e) are given as 
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d{k) 
dt + ^ ( < « ^ ) < ^ ) ) = ^* + 'P*-<^) 

dXj a J \ oxj I 
+ P , - ( e ) (12) 

OT axj \k) 

dx: aj\ dXj 
+ 7 ^ ( Q P , - ^ ^ ( e ) ) (13) 

{k) 

where Pk= - {ul uj) (diuj)/ dxj) is the generation rate of turbu
lent kinetic energy. The symbols Dt and D^ are the diffusion 
terms of the (k) and (e) equations, respectively. The empirical 
constants such as Ci, C2, C^,, Ca, C^, a^^ and a^ are 1.8, 0.6, 
1.44, 1.92, 0.09, 1.0, and 1.3, respectively (Rodi, 1984). 

Numerical Method of Solution 

By using the control-volume based finite differce method of 
Patankar (1980), governing equations were integrated over a 
finite number of control volumes covering the entire solution 
domain, with each control volume containing a grid point. The 
convection terms of all equations, including the equations of 
scalar variables, were discretized by a third-order upwind 
scheme QUICK (Leonard, 1979) and the diffusion and source 
terms were discretized by the second order central difference. 
The time derivative was discretized by a first-order accurate 
fully implicit method with a relatively small nondimension-
alized time step A?* = d^tU,^slH = 0.05. More than 100 time 
steps per shedding cycle were used to achieve time resolution 
and accuracy. 

As for handling the pressure-velocity coupling arising in in
compressible flow equations, the PISO (Pressure Implicit with 
Splitting of Operators) (Issa, 1985) method is utilized in this 
study for a stable and faster convergence at each time step. The 
grid system is non-staggered and the momentum interpolation 
method of Rhie and Chow (1983) is adopted. The resulting set 
of algebraic equations was solved with the line-by-line TDMA 
(Tridiagonal-Matrix Algorithm). The calculated results at each 
time step were declared convergent when the maximum of indi
vidual sum of absolute cell residues in the entire domain for 
each dependent variable normalized by the respective inlet flux 
was less than a prescribed convergence criterion, typically a 
value of 0.05 percent. 

Boundary Conditions and Grid Layout. The inlet axial 
velocity, Reynolds stresses, and turbulent kinetic energy profiles 
are prescribed according to the measured data. The dissipation 
rate of turbulent kinetic energy is calculated from the prescribed 
inlet turbulent kinetic energy and a length scale (~0.01 times 
channel height). At the outlet, a convective boundary condition 
is prescribed. As the wall functions are employed to bridge the 
viscous sublayer, the momentum and turbulent kinetic energy 
at all solid boundaries are evaluated from the logarithmic law 
of wall, while the energy dissipation rate is determined from 
the local equilibrium. The nearest nodes from the walls are 
located within the interval y^ ^ 18 ~ 45. The nearest wall 
Reynolds stresses obtained with Craft and Launder's wall-re
flection terms (1992) are 

{WW) ^ ^ Q.̂ .̂ {v'v') 
0.299; 

-{u'v') 
0.248 (14) 

The computations to be reported in the following sections 
were performed on a 282 X 42 grid. Additional runs for the 
coarser (162 X 32) and finer (322 X 62) meshes were under
taken for a check of grid independence. The distance from the 
near-wall node to the nearest wall was kept constant for the 

three runs. A comparison of the results showed that the maxi
mum changes of 0.8 percent in the axial velocity profiles be
tween 282 X 42 and 322 X 62 grid sizes were smaller than 3.2 
percent found between 282 X 42 and 162 X 32 mesh sizes. 
Consequently, the accuracy of the solutions on a 282 X 42 grid 
size is deemed satisfactory. 

Experimental Setup and Conditions 

Test Section. The test section (Fig. 2) made of 5-mm Plexi-
glas was 900 mm in length and 60 mm X 30 mm (2B X 2A) 
in cross-sectional area. Plexiglas square ribs of size 4 mm X 4 
mm {WIH = 1 and HUB = 0.13 or HID, = 0.1) were detached 
from the bottom wall ( 7 = 0 ) and aligned with the duct center-
line. The leading edge of the first rib was placed 100 mm 
downstream of the bell-shaped 10:1 contraction. There were 19 
ribs in the rib array. Double-sided adhesive tape of 0.10 mm 
thickness were used to fix the ribs to the plexiglas side walls 
and to ensure no end-wall effects. 

Apparatus and Test Conditions. The LDV experimental 
setup and flow system in the present work, as shown in Fig. 1, 
is basically the same as that described in the work of Liou et 
al. (1997). Refer to this earlier paper for more detail. Air was 
drawn through the test section by a blower (3500 rpm, three-
phase, 1 hp) at the downstream end. 

The rib pitch-to-height ratio PilH and Reynolds number 
based on the duct hydraulic diameter (40 mm) and bulk mean 
velocity [/„£ = 7.78 m/s were fixed at 10 and 2 X 10*, respec
tively. PilH = 10 was chosen since it provided the best thermal 
performance for the attached rib case (Liou et al., 1995). The 
mean flow at the location where the first rib was installed had 
a boundary layer thickness of 1.4 mm (or 6IH = 0.35). The 
uniformity of mean velocity profile over the center 80 percent 
of duct height is within ±2 percent of f/ref and the corresponding 
turbulence intensity is 0.9 percent of U,^' At a sufficient dis
tance downstream of the first rib, it is expected that the flow 
pattern will repeat itself from pitch to pitch, i.e., becomes spa
tially periodic (Liou et al , 1997). Along the central plane Z/ 
A = 0, LDV measurements of periodically fully developed flow 
were obtained between the 10th and 11th ribs. The bulk mean 
velocity was used to non-dimensionalize the experimental re
sults. 

There were typically 4096 realizations averaged at each mea
suring location. The statistical errors in the mean velocity and 
turbulence intensity were less than 1.6 and 2.2 percent, respec
tively, for a 95 percent confidence level. Representative values 
of other uncertainty estimates are noted in figure captions. More 
detailed uncertainty estimates and velocity bias correlations are 
included in Liou et al. (1990 and 1993). For the range of 
atomizer pressure setting used, the saline solution was mixed 
to produce particles from 0.5 to 1.2 yum. This particle diameter 
range is able to follow turbulence frequencies exceeding 1 KHz 
(Durst etal., 1976). 

Results and Discussion 

Spatially Developing Time Mean Flow. Owing to limited 
experimental data available, code validation in the present study 
is performed in two stages. Computations were firstly made for 
a developing flow past a single rib located along the axis of the 
channel and subsequently for a spatially periodic fully devel
oped flow around the rib of a rib array. The results of the former 
is presented in Figs. 3 and 4 and those of the latter will be 
given in the next section. Our computed mean velocity vector 
field depicted in Fig. 3 and the experiment of Lyn and Rodi 
(1994) both show that the shear layers separate at rib's front 
edge to form a symmetric wake behind the rib. The wake length 
is an important characteristic length often used for validating 
computation and is defined as the axial position where the wake 
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Fig. 3 Computed resultant time mean velocity vector field In X - / plane 
for a developing flow past a single rib In a rectangular duct 

saddle point occurs, i.e. zero streamwise mean velocity along 
the channel axis. Figure 4 shows the streamwise mean velocity 
variation with XIH behind the rib and along the channel center-
line. The experimental data from Durao et al. (1988) and Lyn 
et al. (1995) and computed result from Franke and Rodi (1993) 
are included in Fig. 4 for comparison. The negative ulU^^t indi
cates the wake recirculation and ulUrtt = 0 the wake saddle 
point. It is found that the centerline axial mean velocity recovers 
fast as XIH increases from 1 to 2 and gradually levels off 
beyond XIH = 3. In general, the RSM with wall function and 
4>'{jw (Craft and Launder, 1992) adopted in the present study 
(solid line) provides a better agreement with the measured re
sults than the model used (^°i (Gibson and Launder, 1978), 
especially for 0 < XIH < 3. The dimensionless wake lengthes 
{XRIH) of the present computation by using the wall-related 
pressure strain models <j)ffi and <^^^ are 0.5 and 1.1, respec
tively. The X^IH obtained by the computation of Franke and 
Rodi (1993) and measured by Durao et al. (1988) and Lyn et 
al. (1995) are 0.5, 0.83 and 0.9, respectively. As has been 
mentioned in the last paragraph of Introduction, Fig. 4 depicts 
that the A: - e model with wall function gives a poor prediction. 

One possible explanation for the better agreement between 
the present calculations with other calculations in Fig. 4 than 
with the experimental data could be subtle differences in the 
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Fig. 4 Streamwise time mean velocity variation along the duct centerline 
behind the rib 
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Fig. 5 Measured and computed streamwise evolution of D/U„f profiles 
in one pitch module (Uncertainty In 0/U,^: less than ±3.2 percent) 

experiment, such as inlet flow conditions, three-dimensional 
effects, etc., which are not exactly incorporated in the simula
tions due to the following reasons. In general, the inlet flow 
conditions including inlet (u), (v), (k), (e), {ujuj} and {v,} 
are often not all measured in the experiment, resulting in incom
plete inlet flow conditions to be used for numerical simulations. 
In the present study, the inlet flow conditions are prescribed 
according to those described in the works of Franke and Rodi 
(1993) and Bosch and Rodi (1996) as follows. At the inlet 
reference plane, x = 4.5 H upstream of the rib, the flow enters 
with only a streamwise component t/ref, an experimental turbu
lence level of M' 7 f/„f = 0.02, instead of specifying the inlet 
mean velocity and turbulent kinetic energy profiles which are 
not available. A ratio of Vilv = 100 is assumed to compute the 
inflow value of e. Computations using the partly simplified and 
partly assumed inlet flow conditions are therefore expected to 
capture the measured flowfield behind the rib to some extent 
only, as shown in Fig. 4. However, this ia a unique set of inlet 
flow conditions which one could get so far, since it was adopted 
computationally (Franke and Rodi, 1993; Bosch and Rodi, 
1996) and measured experimentally (Lyn et al., 1995) by the 
same research group of Rodi. In addition, the preceding survey 
indicates that the inflow velocity profile is one of the major 
factors affecting the flow characteristics downstream of the rib 
(Davis et al, 1984). The above factors may provide the ratio
nale for the better agreement between the present calculations 
with the calculations of Franke and Rodi (1993) due to the 
same set of inlet conditions used by the two works. To improve 
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Fig. 6 Measured and computed centerline streamwise time mean veloc
ity as a function of X/H 
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Fig. 7 Computed resultant time mean velocity vector field in X -V plane 
for a spatially periodic fully developed flow past a rib array in a rectangu
lar duct 

the agreement between the computations and measurements, a 
large eddy simulation is being undertaken and the results will 
be published in the near future. 

Our previous LDV measurements of duct flows with detached 
ribs (Lieu et al., 1997) showed that the secondary mean veloci
ties were in the range of 1 to 10 percent of U,sf, approximately 
four times those in the smooth channel (Speziale, 1986). It is 
therefore believed that three-dimensional effect has also some 
contribution to the disagreement between the calculations and 
measurements shown in Fig. 4. Another point worthy of ad
dressing is the behavior in the wake. The present 2-D calcula
tions based on the wall-related pressure strain models 4>fj!; and 
(jjfj^ predict wake lengthes of 0.5 and 1.1, respectively, which 
are respectively shorter and longer thant 0.9 of 3-D measure
ments by Lyn et al. (1995), and similar and opposite to what 
is observed in 2-D versus 3-D computations of circular cylin
ders. This observation suggests the importance of the wall-
related pressure strain model adopted on the calculated length 
of backflow region. 

One may question that the flow near the comers of the rib is 
not well resolved. The advantage of using wall functions to 
bridge the viscous sublayer is to save the number of grid cells 
closely adjacent to the wall. The employment of wall functions 
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Fig. 9 Measured and computed periodic fully developed streamwise 
total fluctuation intensity and Reynolds stress profiles in one pitch mod
ule (Uncertainty in u"/U„f: less than ±4.4 percent) 

requires that the first grid points from the walls be located in 
the logarithmic region of the law of the wall. In the present 
calculations the first grid points from the rib's four walls are 
located in the region of 18 < 7^ < 45 which is within the 
logarithmic part of the law of the wall and close to 16 < Yp 
£ 50 reported by Bosch and Rodi (1996). Some calculations 
of the flow around a free-standing rib were performed with a 
finer mesh by Bosch and Rodi (1996), but only small differ
ences resulted. For more resolution in the regions around the 
rib's corners, a low-Re version of turbulence model is suggested 
for future study. 

Spatially Fully Developed Time Mean Flow 

Fully Developed Time Mean Velocity Field. As mentioned 
in the Introduction, the results presented in this section are not 
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Fig. 8 Streamwise evolution of the measured and computed periodic 
fully developed transverse time mean velocity profile in one pitch module 
(Uncertainty in V/U,^: less than ±3.2 percent) 
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Fig. 10 Measured and computed periodic fully developed transverse 
total fluctuation intensity and Reynolds stress profiles in one pitch mod
ule (Uncertainty in v''/U„,: less than ±4.4 percent) 
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Fig. 11 Measured and computed streamwise and transverse total fluc
tuation intensity along the channel centeriine downstream of the rib 

readily available in the existing literature. Figure 5 shows the 
spatially periodic fully developed streamwise mean velocity 
profiles in one pitch module for Re = 2 X 10'' and Pi/H = 10. 
The profiles obtained by experiments and computations are 
quite symmetric and Gaussian in shape throughout the pitch 
module. The velocity defect is the largest behind the rib, reaches 
a minimum at X/H = 7.5, and then increases again at X/H = 
8.5 which is 0.5 rib heights before the next rib. The later increase 
in the velocity defect, lacking in the single rib case depicted in 
Fig. 4, is due to the core-flow retardation by the successive rib 
and flow acceleration in the gap region between the rib and 
duct wall. At almost every streamwise station X/H, the velocity 
profile has two inflection points in the shear layer along the 
rib top and bottom. The agreement between the computed and 
measured axial mean velocity profiles is satisfactory, typically 
within 5 percent of t/„f, except in the near wake center region 
where the disagreement ranges from 5 to 30 percent of U,a-
Figure 6 shows the variation of the measured and computed 
spatially periodic fully developed streamwise mean velocity 
with X/H behind the rib and along the channel centeriine. The 
experimental trend is computationally captured. There is no 
noticeable difference between the predicted results of the mod
els (/>" and 0°^ in Figs. 5 and 6. This is in part because for 
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Fig. 12 Time evolution of </>(,,» at X/H = - 1 . 1 , Y/H = 0.0 for two near-
wail pressure strain treatment (<̂ °w and 0 ^ ) In one shedding cycle 

Fig. 13 Total time-mean shear stress contours In one pitch module: (a) 
experiment and {b) computation {-u'v"/Uf„: less than ±4.8 percent) 

the periodic fully developed case the centeriine mean velocity 
upstream of the rib decreases from a maximum of 0.7 t/ref to 
zero at the rib's front edge, whereas for the developing flow 
case the centeriine mean velocity decreases from i/ref to zero. 

The computed vector plots of the periodic fully developed 
mean velocity field around the rib is depicted in Fig. 7. For the 
case of a rib array, the shear layers along the rib top and bottom 
both separate at rib's rear edge to form a wake shorter than that 
for the single rib case, as can be seen from Fig. 7 and the 
experimental data in Fig. 6. A similar difference in the separa
tion point can also be found for the cases of flow through the 
single and multiple attached rib pairs (Liou et al., 1990; Liou 
et al., 1993). Physically, for the periodic fully developed case 
the fluid flow has adjusted itself many times from pitch to pitch 
such that the turning angle around the rib top front comer is 
smaller than that of the developing case (Fig. 3). The larger 
turning angle for the latter leads to an earlier separation at the 
rib top front comer. The dimensionless wake lengthes X^/H 
obtained by the present measurements and computations are 
0.92 and 1.3, respectively, for the periodic fully developed flow. 
It should be pointed out that although the XK/H for the periodic 
fully developed flow and for the single rib flow by Durao et al. 
and Lyn et al. are almost the same, the length of the separated 
flow region in the works of Durao and Lyn et al. are about 
one rib height longer than that of the present study due to the 
occurrence of separation at rib front comers for the former. 

The velocity defect in the wake exists through the entire pitch 
module in the present case, whereas the velocity defect recovers 
to about 90 percent of the bulk mean velocity at about X/H = 
5.0 in the single cylinder case of Durao et al. (Fig. 4). The 
above comparison indicates that the interference between multi
ple ribs for the rib pitch-to-height ratio PR = 10 examined is 
less significant in the near wake region, but more influential on 
the far wake field and rib top and bottom flow separation points, 
as compared with the single rib case. 

Figure 8 depicts the periodic fully developed transverse mean 
velocity profiles in one pitch module for Pi/H =10 and Re = 
2 X lO"*. Reasonable agreement between the computed and 
measured results has been demonstrated. Typical discrepancies 
are 1 to 17 percent of U^t in the near wake region and 7 percent 

526 / Vol. 120, SEPTEMBER 1998 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.146. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0 1 
t /T=0 

t / T = l / 4 

0.5 
0 
-0.5 
- 1 

-3 ^̂^̂2 ^T 6^ / f^ i 2 3~ 4 
t / T = l / 2 

Fig. 14(a) Present computed phase-averaged velocity vector plots at 
four phases for periodic fully developed flow past a rib array 

of f/ref in other regions. Comparing those around the rib's rear 
edge and in the wake region, the level of TJ/t/ref is larger around 
the rib's leading edge X/H = - 1 where the core flow turns 
into the gap region between the rib and the duct wall because 
of the blocking effect of the rib. The antisymmetric v/ U,a pro
files at XIH = 8.5 and XIH = 0.5 are opposite and indicate 
flow contraction and expansion immediately upstream and 
downstream of the rib bluff body, respectively. 

Periodic Fully Developed Total Fluctuation Intensity and 
Reynolds Stress. Figures 9 and 10, respectively, depict the 
measured and computed periodic fully developed total stream-
wise and transverse fluctuation intensity profiles in one pitch 
module for PilH = 10 and Re = 2 X 10^ The streamwise 
fluctuation intensity profiles of the near wake stations have two 
evident maxima in the upper and lower shear layer regions, 
while the transverse fluctuation intensity has one peak in the 
wake center region. The discrepancy between the measured and 
computed u' 7 f/rcf is larger in the wake region, up to about 22 
and 18 percent of [/„f for (j)"^ and (l)y^, respectively. As a 
reference, the largest discrepancy between the computation by 
Franke and Rodi (1993) and the experiments of Lyn et al. 
(1994) and Durao (1988) for a developing flow past a single 
rib is about 14 and 30 percent of Urcf, respectively. The larger 
discrepancy in the wake region suggests the necessity of a fur
ther improvement in the turbulence model for wake region. To 

more clearly demonstrate the difference between the computed 
results using <^°i and (jtfj^, the total streamwise and transverse 
fluctuation intensity distribution along the channel centerline 
downstream of the rib is depicted in Fig. 11. The computation 
with <t)°t shows a peculiar peak in the total streamwise fluctua-
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Fig. 14(b) Measured phase-averaged velocity vector plots at four 
phases for a developing flow past a single rib (Bosch et al., 1996) 
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Fig. 15 Computed phase-averaged vorticity contours for spatially fully 
developed detached ribbed channel flow 

tion intensity at X/H = 8.8, as compared with the computation 
with 4>fjw- The peculiar peak is due to the inappropriate near-
wall enhancement of isotropisation at impingement/reattach-
ment region associated with ej}^,';, as evidenced by Fig. 12. 
Because of this relative advantage of (pfj^ over (^°^, only the 
computed results associated with (j>y^ will be shown in the 
following section. 

The presence of the shear in the mean flow is an important 
source for the turbulence generation. Figures 13(a) and 13(£i), 
respectively, show the measured and computed contours of the 
total shear stress in one pitch module for Pi/H = 10 and Re = 
2 X 10*. Both measurements and computations depict the large 
shear stress along the upper and lower wake shear layers. The 
measured maximum shear stress -u'v"/U^^i = 0.07 is located 
around X/H = 1.0, while the calculated maximum — 
u'v"/U%f = 0.05 is around X/H = 1.6. The present measured 
and computed maximum shear stresses are smaller than — 
u'v"/Uns = 0.2 measured by Durao et al. (1988) for the single 
rib case. The reason is again attributable to the quicker velocity 
defect recovery of their single rib case due to a lack of flow 
retardation by the presence of the successive rib. 

Unsteady Flow 

Periodic Fully Developed Phase-Averaged Velocity Field. 
The vortex shedding phenomenon cannot be revealed by the 
above long-time-averaged flow field; however, it can be demon
strated by the phase-averaged flow field. Figures 14(fl) and 
14(fc), respectively, show the present computed phase-averaged 

velocity vector plots for the periodic fully developed flow and 
the corresponding plots for a developing flow past a single rib 
measured by Bosch et al. (1996) at four phases. The vortex 
shedding is clearly demonstrated in these plots. Comparing the 
velocity vectors in Figs. 14(a) and 14(b), generally good 
agreement in trend can be seen concerning the vortex formation 
and shedding; however, the downstream velocity profiles and 
transport of the vortices are different due to the interference of 
the downstream rib for the spatially fully developed flow case. 
Figure 15 shows the phase-averaged vorticity contours at 5 
phases for the periodic fully developed flow. The vortex shed
ding revealed from Fig. 15 has a single frequency of St = 0.142. 
For the case of flow passing through a single rib, the Strouhal 
numbers reported by Durao et al. (1988) and Lyn et al. (1995) 
were 0.139 and 0.135, respectively. The Strouhal numbers of 
the spatially periodic fully developed flow and single-rib devel
oping flow are close. This together with the similar phase-aver
aged flow patterns in the rib near wake between the two cases 
(Fig. 14) suggest that the interference of multiple ribs does not 
effectively affect the vortex shedding. Figure 15 also shows 
that the shedding vortices of the previous rib just bump into the 
next rib and merge into the new bom vortex (e.g., t = IT/5). 

Figure 16(a) depicts the vortex peak trajectory in one cycle 
of vortex shedding. The location of the vorticity peak (Xp and 
Yp) can be identified as the vortex center. It is seen that the 
vortex (solid circle in Fig. 16(a)) goes straight in the lower 
half of the channel for Xp/H S 5.3. Beyond Xp/H = 5.3, it 
gradually moves toward the lower side of the downstream rib 
(t = jT, Fig. 15) as a result of the blockage effect of the 
downstream rib. Figure 16(a) further indicates the decaying of 
vorticity peak value with increasing streamwise coordinate 
(open circle in Fig. 16(a)). The vorticity peak decays rapidly 
for Xp/H S 5.3 and at a slower rate downstream of Xp/H = 5.3 
due to the presence of the successive rib. Figure 16 (ii) depicts 
the variation of the streamwise location of the vortex peak with 
time. The slope of the curve gives the vortex celerity Uc- Within 
the range of 4.0 < Xp/H < 9.0, the vortex celerity is almost a 
constant of U^ = 0.84 U^a, which is slightly higher than 0.78 
f/ref of Lyn and Rodi (1995) obtained for a developing flow past 
a single rib. The uncertainties in the reported vortex celerities of 
Lyn and Rodi (1995) and present study are 6 and 3 percent, 
respectively. The streamwise separation of successive vorticity 
peaks in the wake region can be considered as a distance trav
elled by a vortex in one cycle, i.e., 1 = UJf. In the present 
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periodic fully developed case, the vortex travelling distance per 
cycle is about 5.9 H, which is smaller than the pitch (10 H) 
and again quite close to the value of 5.8 H obtained by Lyn 
and Rodi (1995) for the developing single rib flow. 

At this point, it may be interesting to mention that the criss
cross motion, reported by Suzuki et al. (1993, 1994a) for lami
nar flows over a single rib with a blockage ratio ranged over 
0.1-0.5, is not present in the present work with a blockage 
ratio of 0.13. This difference may be due to the different flow 
regimes of two cases. 

Conclusions 

The following conclusions are drawn from the data presented: 

(1) The numerical computations and LDV measurements 
of long-time-averaged mean velocities, total fluctuation 
intensities, and Reynolds shear stress for the spatially 
periodic turbulent flow past an array of bluff bodies 
aligned along the channel axis are reported for the first 
time. In general, the experimental trend is computation
ally captured. For most regions, the disagreements be
tween measured and simulated mean velocity and total 
fluctuation intensity profiles are typically within 7 and 
10 percent of f/rof. respectively, whereas the disagree
ments in the near wake center region range from 1 to 
30, and 4 to 18 percent of [/ref, respectively. 

(2) Code validations based on the developing single-rib 
flow as well as spatially fully developed rib-array flow 
suggest that in general, a better prediction is attained 
by the Reynolds stress model with wall function and 
wall-related pressure strain treatment of Craft and 
Launder (1992). 

(3) Fluid flow separates at the rib top and bottom rear 
corners for the case of spatially fully developed rib-
array flow whereas it separates at the rib top and bottom 
front corners for the case of developing single-rib flow. 
The reason is that the flow turning angle around the rib 
top front corner is smaller for the former than the latter. 

(4) For the rib pitch to height ratio examined, both the 
phase-averaged flow field (featured by the vortex shed
ding strouhal number, vortex celerity, vortex travelling 
distance in a phase cycle) and long-time-averaged flow 
field (featured by the mean wake length behind the rib 
near edge) indicate the interference between ribs is less 
significant in the rib near wake region and more influ
ential on the rib far wake region and rib top and bottom 
flow separation points. 
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Unbalanced Hydraulic Forces 
Caused by Geometrical 
Manufacturing Deviations of 
Centrifugal Impellers 
When an impeller has geometrical manufacturing deviations, synchronous vibration 
occurs from an unbalanced hydraulic force rotating with the impeller This phenome
non is termed ' 'Hydraulic unbalance.'' In this study, experiments and analyses were 
carried out to study the hydraulic unbalance. We made several model impellers 
with intentional "manufacturing deviations": in vane angle, vane pitch, and with 
eccentricity. Hydraulic forces were estimated from the rotor vibrations. The results 
of the experiments showed that the magnitude of the hydraulic force increased as 
the increase of the extent of manufacturing deviations. It was also shown that the 
amplitude and the phase of the vibration due to the unbalanced hydraulic force 
depend on the flow rate. This character of the unbalanced hydraulic force is quite 
different from that of the mass unbalance force, which is independent of the flow 
rate. A two-dimensional inviscidflow analysis was carried out to clarify the character
istic of the unbalanced hydraulic force. It was found that the hydraulic force can be 
divided into three components which are constant, linear and parabolic function of 
the flow rate. Applications of the present results show that the "hydraulic unbalance" 
of a high-speed pump impeller manufactured within a geometrical tolerance recom
mended by a typical standard can be larger than the ordinary ' 'mechanical unbal
ance. '' It was thus shown that the hydraulic unbalance is one of the important factors 
in the balancing of high-speed pump rotors. 

Introduction 
A pump impeller with manufacturing deviations exhibits syn

chronous vibrations caused by rotating radial thrusts. These 
rotating loads can be separated into the "hydraulic unbalance," 
and the "mechanical unbalance." The former is caused by the 
asymmetric pressure and momentum flux distribution around 
the impeller, which rotate with the impeller. The hydraulic un
balance is a synchronous excitation whose magnitude is propor
tional to the 2nd power of the impeller rotational speed. 

France (1993) described in his paper, "Generally speaking 
the magnitude of hydraulic unbalance generated by an impeller 
is greater than the residual mass unbalance component." Fur
ther, Verhoeven (1988a, 1988b) and Bolleter et al. (1989) also 
stated the same views. Yamaguchi et al. (1981) tested a pump-
turbine runner in which one outlet flow path area was made five 
percent smaller than the others, and found that this geometrical 
deviation virtually had no influence on the radial thrust. Guelich 
et al. (1987) tested a semi-axial pump impeller with the outlet 
angle of one vane increased from 36 deg to 51 deg, and found 
that the rotating radial thrust increased to about twice of the 
original values over the entire flow range. However, this varia
tion of -1-15 deg is much larger than any manufacturing toler
ance. The importance of the hydraulic unbalance caused by the 
geometrical manufacturing deviation can be recognized from 
these studies. However, the relations between the unbalanced 
hydraulic force and the variation of the geometrical deviation 
are not fully understood yet, both quantitatively and qualita^ 
tively. 

The purpose of this study is to obtain a quantitative under
standing of the hydraulic unbalanced force due to geometrical 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
April 2,1997; revised manuscript received February 26,1998. Associate Technical 
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manufacturing deviations of centrifugal impellers. First, we re
port about the measured unbalanced hydraulic forces of model 
impellers with intentional manufacturing deviations, in order 
to elucidate the characters of the hydraulic unbalanced force. 
Second, two-dimensional inviscid flow analysis is carried out 
to understand those characters. Finally, the hydraulic unbalance 
of a prototype high-speed pump impeller manufactured within 
the geometrical tolerance is discussed based on the obtained 
results. 

Experimental Apparatus 
The unbalanced hydraulic forces of model impellers were 

determined from the rotor vibrations at supercritical speed. In 
order to make the natural frequency as small as possible, we 
used a vertical suspended shaft system, as shown in Fig. 1. 

The bearing cartridge supports the main shaft through two 
bearings, and the cartridge, hung by the gimbals, can execute 
a free pendulum motion. D.C. motor drives the main shaft 
through the drive pulley and the flexible coupling. Four identical 
conical springs support the lower end of the bearing cartridge, 
and adjust the natural frequency of the pendulum motion. Two 
gap sensors are installed perpendicularly facing to the bearing 
cartridge with each other to measure the shaft vibrations. The 
output of the sensor was calibrated to obtain the displacement 
at the position of the impeller. 

Figure 2 shows the details around the impeller. Test impeller 
is a simplified model of a shrouded centrifugal impeller for a 
boiler feed pump. The flow is supplied to the impeller after 
passing through a booster pump, an area-type flow meter, and 
a control valve. The impeller discharges the flow directly into 
the reservoir without a vaned diffuser or a volute casing. The 
reservoir has a circumferential symmetry to prevent the stream
lines leaving the impeller to be disturbed by the wall of the 
reservoir. Then, the fluid interaction between impeller and cas-
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Fig. 1 Experimental apparatus (sliaft system) 
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Fig. 2 Experimental apparatus (details around impeller) 

ing is nearly absent in the present study. This interaction will 
be studied in the future in order to simulate more realistic pump 
conditions. During the experiments, the axial clearance between 
the impeller and front/back casing is kept to be 0.3/0.35 mm, 
respectively, because of the leakage prevention. The pressure 
tap is placed at the impeller outlet (r/ri = 1.06) on the back 
casing, and the static pressure (/)2s) is measured with a manome
ter. 

Table 1 shows the principal dimensions of the test impellers. 
The impellers are strictly two-dimensional with 5 vanes having 
constant width (b^ = bz = b) and axial leading edge (ri = 
constant hub-to-tip) and constant vane angle i/3, = 02 = /?), 
i.e., logarithmic vanes with baseline vane angle /9 = 20 deg. 

Thus in the present study two dimensional purely radial flow 
impellers are investigated, experimentally and theoretically. 
Seven impellers without and with intentional geometrical devia
tions, as shown in Fig. 3 and Table 2, were tested. No. 1 impeller 
(baseline) has no geometrical deviation. One vane of Nos. 2, 
3, 4, and 5 impellers has larger vane angle P* (=/3f = /?*) = 
22.5, 25, 27.5 and 25 deg, respectively. Nos. 2, 3, and 4 impel
lers are with uneven inlet pitch and with even outlet pitch. No. 
5 impeller is with uneven outlet pitch and with even inlet pitch. 
The vanes of Nos. 6 and 7 impellers are located around an 
eccentric center with an eccentricity " e " from the center of 
rotation. This type of manufacturing deviation is frequently 
found in sand-cast impellers. These test impellers were manu-

N o m e n c l a t u r e 

b = impeller width {b^ = bz = b) 
Cp = pressure coefficient i = (p -

Pidlpul) 
c = vane chord length 
e = eccentricity 
F = unbalanced hydraulic force 
F = vector of unbalanced hydraulic 

force 
F* = nondimensional value of F (nor

malized by pulfzbz) 
F* = nondimensional value of F (nor

malized by pulrzbz) 
Fi = divided component of F 
G = residual mass unbalance (mm/s) 
i = imaginary index 

M = mass of attached weight 
A' = number of vanes 
n = rotational speed (rpm) 
p = pressure 
Q = flow rate 
r = radius 

t = vane thickness 
s = length along vane 
u = peripheral velocity of impeller 
V = absolute velocity 

w = complex conjugate velocity 
(=v^ - iVy) 

z = complex coordinate ( = x + iy) 
a = angle made by tangent of vane 

and X-axis (See Fig. 7) 
P = vane angle (baseline) 

/?* = vane angle with manufacturing 
deviation 

y = vortex distribution 
e = amplitude of shaft vibration at 

impeller position (zero-to-
peak) 

p = fluid density 
(f) = impeller outlet flow coefficient 

(=Q/2Trr2b2U2) 
<̂ shockiess = shockless outlct flow coeffi

cient (=(r | / r2)^ X tan Pi = 
0.09, Pi = 20 deg.) 

\P = pressure coefficient (= (p2, -
Pi,)lpu\) 

\l/j = static pressure coefficient 
( = (/'2» - Pidlpul) 

^shnioft = pressure coefficient at shut off 
n = angular velocity of impeller 

Superscript 
' = conjugate complex 

Subscripts 
b = vane 
s = static pressure 
t = total pressure 

X = component of .»:-direction 
y = component of y-direction 
1 = impeller inlet 
2 = impeller outlet 
o = component independent of 

flow rate 
(j) = component dependent on flow 

rate 
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Table 1 Principal dimensions of test Impeller 

inlet radius c, 
outlet radius r.. 
impeller width bi=b. 

vane anRle (baseline) P (=&,=&i) 
number of vanes N 
vane thickness t 
vane chord length c 

25 mm 
50 mm 
10 mm 
20 deg. 
5 

Imra 
73.1 mm 

factured by using N.C. mill to keep the accuracy of the inten
tional "manufacturing deviations." The mechanical unbalance 
was kept minimum by using a precision dynamic balancing 
machine. The residual mass unbalance of the test impellers was 
G = 0.1-0.15 mm/s at the test running speed n = 500 rpm. 
This speed is very low in relation to the actual pumps, however, 
it is approximately three times of the critical speed of the test 
rotor (163 rpm), as mentioned later. 

Experimental Procedure 
To examine the vibrational characteristics of the rotor system, 

an experiment was carried out by using No. 1 impeller with a 
weight of mass M = 0.5 gr. or 1.0 gr. attached on the back-
shroud at the impeller outer radius. This experiment was carried 
out with the impeller in air, so that the hydraulic force on the 
impeller can be neglected. Figure 4 shows the amplitude (zero-
to-peak) of the impeller lateral vibration: e against the running 
speed: n. This figure includes the results of the calculation by 
using the equivalent mass and stiffness of the rotor system 
which were determined from the free vibrations in air. The 
resonance appears at the natural frequency 167 rpm (2.75 Hz), 
and the experimental amplitudes agree well with the calculated 
values. At supercritical speed, it is well known that the impeller 
should be displaced in the direction opposite to the attached 
weight. In the present measurement, this occurred at the speeds 
larger than twice the critical speed. 

Figure 5 shows the amplitude of the shaft vibration (zero-to-
peak): £ plotted against mass of the weight: M attached on the 
back-shroud at the outer radius, for the running speed 400, 500, 
and 600 rpm in air. For the constant running speed, the relation 
between the amplitude and mass is linear, while some scatters 
were observed over 1.5 gr. The amplitude depends on the run
ning speed; i.e., the amplitudes decrease as the increase of the 
running speed further from the critical speed, as shown in Fig. 
4. From these results and the limitation of the flow rate, we 
selected 500 rpm for the test running speed which is three times 
as large as the critical speed. The maximum amplitude of the 
shaft vibration in present entire experiments is about 80 /xm. 
This value is much smaller than the intentional manufacturing 
deviations of the test impellers. The theoretical calculation 
(Tsujimoto et al., 1988) shows that the fluid-induced forces 
caused by the shaft vibrations are negligible compared with the 
unbalanced hydraulic forces caused by the geometrical devia
tions of the present test impellers. 

Table 2 Geometrical deviations of test Impellers. (No.limpellerls base
line without geometrical deviation. Nos. 2-7 impellers have the inten
tional geometrical deviations in vane angle, vane pitch, and center of 
vane.) 

No. of test impeller 
No. 1 (baseline) 

No. 2 

No. 3 

No. 4 

No. 5 

No. 6 

No. 7 

Geometrical deviation 
without geometrical deviation 
5 vanes with fi,=p2=20 deg. have equal pitch 

5 vanes have equal outlet pitch, 
one vane with P,*=P2*=22.5 deg., i.e. shorter length 

5 vanes have equal outlet pitch, 
one vane with Pi*=fi2*=25 deg., i.e. shorter length 

5 vanes have equal outlet pitch, 
one vane with p,'=P2*=27.5 deg., i.e. shorter length 

5 vanes have equal inlet pitch, 
one vane with Pj =P2*=25 deg., i.e. shorter length 

with eccentric geometrical center 
eccentricity: e/r2=0.02 

with eccentric geometrical center 
eccentricity: e/rj=0,04 

Note: All vanes have a logarithmic configuration, p=!Pj=p2> P*=Pi*=P2* 
along with constant width (b =b =b). The vane thickness is constant t=l 
mm, with t/c(= thickness/chord length)=0.014 

The unbalanced hydraulic forces were estimated as follows. 
We assume that the shaft vibrations caused by the unbalanced 
hydrauUc force are the same as those caused by the centrifugal 
force due to a mechanical unbalance. Therefore, we determined 
the magnitude of the unbalanced hydraulic force by using the 
relation of Fig. 5 as the calibration curve, and the directions of 
the hydraulic unbalanced force were determined from the phase 
of the shaft vibration. Figure 6(a) shows the result of FFT 
analysis, and Fig. 6(b) the orbit of the shaft vibration for the 
case of No. 5 impeller in water. One vane of No. 5 impeller 
has larger vane angle (/?* = 25 deg) than other vanes (/3 = 20 
deg, basehne). The synchronous and natural frequency compo
nents can be found in the spectrum. In the present study, we 
focus on the unbalanced hydraulic forces rotating with the im
peller, and hence we examine the synchronous component here
after. 

In the X - }) frame rotating with the impeller as shown in 
Fig. 3, the vector of unbalanced hydraulic force F is represented 
by ¥:, (.^-direction) and F, (y-direction) components, and nor
malized by pMa^a î- Thus, the normalized force F* is defined 
as follows. 

M = 0.5 gr. 
M = 1.0gr. 

200 400 

Fig. 3 Test impellers with intentional geometrical deviations (center of 
rotation is (x, y) = (0, 0), geometrical center of vane is (x, y) = (0, - e ) 
in case of No. 6 and No. 7 impeller) 

600 800 
n [rpm] 

Fig. 4 Amplitude of the shaft vibration e versus rotational speed n (for 
No. 1 Impeller in air, uncertainty in E ± 2 /u.m, M ±. 0.05 gr, in n ± 2 rpm) 
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0,04 

0.02 

M [gr.l 

Fig. 5 Amplitude of the shaft vibration e versus mass of the weight M 
(for No. 1 Impeller In air, uncertainty in E ± 2 fim, in M ± 0.05 gr., in n ± 
2 rpm) 

F + F 
F* = F* + F* = -^, '-

where MJ = r2ft, 2̂ = radius of the impeller outlet, ^2 = impeller 
width. 

The effect of small mechanical unbalance of the test impeller 
was estimated from the test in air, and a correction was made 
on the measured unbalance force in water. Uncertainty in the 
amplitude and the phase of the shaft vibration are ±2 percent 
and ±3 deg. It is estimated that total uncertainty in the measured 
unbalanced hydraulic force | F * | is less than 0.005. 

Analysis 

Here, we attempt to estimate the unbalanced hydraulic force 
from two-dimensional potential flow calculation. It is assumed 

144|xm^ 

CO 
u 
s 

-1 1 1 1 1 1 1 1 r 

natural frequency 

synchronous frequency 

I 
i 

1 

Frequency 

Fig. 6(a) Spectrum analysis 

576nni 

50Hz 

—576nm 576|iin 

-576nm 

Fig. 6(b) Orbit 

Fig. 6 Shaft vibration (for No. 5 impeller in water, <̂  = 0.12 ± 0.002, 
uncertainty In e ± 2 yiva, in frequency ± 0.2 Hz) 

Fig. 7 Impeller in Z-plane for analysis 

that the flow is two-dimensional, inviscid, and incompressible, 
and the vanes are sufficiently thin. We apply singularity method 
directly in the physical plane as shown in Fig. 7. We consider 
the case without a vaned diffuser and volute casing, and without 
inlet prerotation. Therefore, the flow is steady in the frame 
rotating with the impeller. 

Basic Equation. We consider a stationary frame z = x \ 
iy, as shown in Fig. 7. The impeller rotates with the angular 
velocity ft. We put a source Q at the center of the impeller, 
and represent the vanes by the vortex distribution yb(s). Then, 
the complex conjugate absolute velocity w = v^ — iVy at position 
z can be written as follows. 

_Q_ 
2T:Z 

J 
Ini I Js, Z -

yb(s) 

Zbis) 
ds (1) 

where 2 signifies the sum over all the vanes. 

Boundary Condition. The condition that the relative ve
locity normal to the blade surface is vanishing can be written 
as follows: 

Imagfe'^Cu, - iVy + iflz)} = 0 at z = Zb (2) 

where a is the angle made by the tangent of the vane and the 
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Fig. 8 Pressure performances of test impeller, pressure coefficient $ / 
•Ss versus flow coefficient 4> with calculated results (for Nos. 1,3,5, and 
6 impellers, experimental uncertainty in <̂  ± 0.002, In ^ , ± 0.005) 
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Fig. 9(a) Pressure distribution on vane 
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F*: Unbalanced hydraulic force 
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Flg. 9(b) Hydraulic force on vane 

Fig. 9 Pressure distribution and hydraulic force on vane (for No. 3 Impel
ler, Vane 1 has deviation, <l> = 0.10) 

X-axis in Fig. 7. The Kutta's condition at the trailing-edge of 
each vane can be written as; 

ydsi) = 0 (3) 

express the unbalanced hydraulic force as follows. (Imaichi et 
al., 1980) 

F,~iFy = ipJ,\\ yi,(s) Q 
2iTZb{s) 

+ i^Zb(s) ds\ (4) 

The first term represents the force on the vane vortices due 
to the velocity induced by the source Q, the second term due 
to the rotation fj of the impeller. 

Flow Rate Dependence of Force Components. In order 
to elucidate the dependence of the hydraulic force from the flow 
rate, we separate the vane vortex distribution ybis) into the 
following two components: 

yh{s) = yois) + y4,{s) 

(i) yo{s): vortex distribution proportional to fi, and inde
pendent of Q. This component represents the vortex distribution 
at the shut off condition, and the pressure coefficient at shut 
off can be written as follows. 

<Asi 
1 

27rr2M2 
if yois)ds 

(ii) yii,{s): vortex distribution proportional to Q, and inde
pendent of fl. By using this vortex, Euler's law which gives 
the pressure coefficient ^ at flow rate Q can be written as 
follows. 

t/» = i//, 
27rr2«2 

= lAshutoff - c o n s t a n t X 

y^(s)ds 

Q 
27rr2«2 

Then the problem can be reduced to solving the integral Eq. 
(1) with boundary conditions Eqs. (2) and (3) for the vortex 
distribution on the vanes. This integral equation can be reduced 
to a set of hnear equations in terms of the value of y,, at discrete 
positions on the vane, from which the vortex distribution y,, is 
determined. 

Hydraulic Force. By applying the conservation law of mo
mentum to the region between a circle of radius rj and an 
infinitely small circle around the center of the impeller, we can 

After the separation of vortex distribution into the two com
ponents, we can divide the unbalanced hydraulic force into the 
following three components. 

F = F, + F, + Fl 

(i) ip if yois)[inrb(.s)]ds 

No.6 
No.7 

Cal. Exp. 

. ^_^* 

^=0.0 0.05 

Fig. 10 Unbalanced hydraulic forces (experiments and calculations, experimental uncertainty in |F*| 
0.005, in <̂  ± 0.002). (a) No. 2, 3 and No. 4 impeller; (b) No. 5 Impeller; (c) No. 6 and No. 7 impeller. 
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Fig. 11 Unbalanced hydraulic forces after the balancing with mechani
cal unbalance (for No. 6 impeller, uncertainty in \F*\ ± 0.005, in tj> ± 
0.002) 

(ii) 
N 

Pi = ip Z llW'i: Q 

(iii) 

211 Zb{s) 
+ y4s)[inzb(s)] \ds 

Q 
2nzb(s) 

ds 

Component Fu F2, and F3 are constant, proportional, and para
bolic functions of flow rate Q, respectively. The force directions 
of the three components are different with each other. This 
clearly shows that the magnitude and the direction of the unbal
anced hydraulic force change continuously with flow rate. 

Experimental and Analytical Results 
Figure 8 shows the static pressure performance of the test 

impellers. The shockless flow rate is 0 = ĉ shockiess = 0.09 for 
the /3| = 20 deg. The figure includes the calculated static/total 
pressure performance curves (shown by ^Pi/Nl/, respectively). 
The differences among the pressure performances of test impel
lers are small except at large flow rate. The calculated results 
show the same tendency. A comparison between measurements 
and calculations for the performance is not here applicable, 
because the theory is based on fully inviscid flow and so is not 
adequate for performance prediction. 

Figure 9 shows the calculated results of the pressure distribu
tions and the hydraulic forces on the vanes. Figure 9(a) shows 
the comparison of the pressure distributions on each vane of 
No. 3 impeller. In this impeller. No. 1 vane has a larger vane 
angle (P* = 25 deg) than other vanes (P = 20 deg, baseline). 

-o-Cal.{F,*+F2*+F3*),' 
-A-- Exp. 

/ / No, 3 Impeller 

Fx* 

-o-Cal.(F,*+F2*+F3*) 
•is--Exp. 

. I?" No. 6 Impeller 

£1.05 0.1 -0.05 

\0.14 

O.lflA 
"0.20 ^^ 

Fig. 12 Divided unbalanced hydraulic force into three components: F-,, 
F2, Fa (f or Nos. 3 and 6 impeller, experimental uncertainty in | F* | ± 0.005, 
in if) ± 0.002)). (a) No. 3 impeller; (b) No. 6 impeller. 

Table 3 Principal dimensions of high-speed pump Impeller (for estima
tion of the hydraulic unbalance on actual pump impeller) 

speed n 
radius r, 
width b, 
weight M 

density of fluid p 

3600 rpm 
165 mm 
28 mm 
20 kg 

1000 kg/ms 

Therefore, the pressure difference between the pressure and 
suction side of No. 1 vane is larger than that of the others. 
However, it is noteworthy that the pressure difference of No. 5 
vane (without geometrical deviation (/? = 20 deg)) located at 
the suction side of No. 1 vane is smaller than that of the other 
vanes. 

The hydraulic forces on each vane are estimated by integrat
ing the pressure distribution ai-ound the vane with considering 
the "leading edge suction force" (as defined in the thin airfoil 
theory). Figure 9(b) shows the vector of the hydraulic forces 
on each vanes in the x - y frame rotating with the impeller as 
shown in the figure. The hydraulic force on No. 1 vane is larger, 
and that on No. 5 vane is smaller. As a result, the unbalanced 
hydraulic force F* occurs in — y (negative) direction for this 
example. The unbalanced hydraulic force is much smaller than 
the hydraulic forces on each vane. 

0.15-
* 
b 

0.10 

0.05 

Fig. 13(a) |F*| versus eccentricity e/rj 

0.15 
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0.05 
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Fig. 13(b) \F* versus deviation of vane angle /3* - /3 

Fig. 13 Unbalanced hydraulic force \F*\ versus eccentricity e/r^ and 
deviation of vane angle P* ~ P (for Nos. 6, 7 impellers and Nos. 2, 3, 4 
impellers, experimental uncertainty in IF"! ± 0.005) 
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Figure 10 shows the hydraulic unbalanced forces of all test 
impellers determined from the experiments and from the calcu
lations. Small font nurnbers in the figure indicate the impeller 
outlet flow coefficient: (p = Q/2iTr2b2U2. The shockless flow 
coefficient related to the impeller outlet is <̂ shockiess = 0.09 for 
the baseline vane angle P,(=P) = 20 deg. From these figures, 
it is found that: 

• The magnitude of the unbalanced hydraulic force in
creases as the increase of the manufacturing deviation (No. 2 -
No. 4, No. 6-No. 7 impeller). 

• The magnitude and the direction of the unbalanced hy
draulic forces depend on the flow rate. This character (depen
dence on the flow rate) of the unbalanced hydraulic force is 
quite different from that of the centrifugal force caused by 
mechanical unbalance, which is independent of the flow rate. 

The calculated results agree with the experiment values quali
tatively, as to the dependence on the flow rate. Therefore, we 
can say that two-dimensional inviscid flow analysis is useful to 
obtain the basic characteristics of the unbalanced hydraulic 
forces. However, we can not use these analytical results to 
balance an actual pump impeller, because of the lack of the 
quantitative agreement with the experiment results. 

Discussion 

In the above observation, there is one important point. The 
synchronous vibration caused by the hydraulic unbalance is 
quite different from that caused by the mechanical unbalance 
concerning the dependence on the flow rate. An experiment was 
carried out to elucidate this difference. No. 6 impeller has the 
geometrical deviation: i.e., eccentric geometrical center, and 
hence the unbalanced hydraulic force occurs as shown by the 
full line in Fig. 11. We added a counterweight on the impeller 
back-shroud to balance the hydraulic unbalance at the flow rate 
4> = 0.10. The broken line in Fig. 11 shows the results after 
the addition of the counterweight. The total unbalanced force 
at the flow rate (j) = 0.10 is decreased as expected. However, 
the unbalanced force is increased at low flow rate. From this 
experiment, we can conclude that the hydraulic unbalance can 
be balanced at only one flow rate by adding a counterweight, 
or mechanical unbalance, since the hydraulic unbalance depen
dence on the flow rate. 

In the previous section, we showed analytically that the un
balanced hydraulic force can be divided into three components: 
the constant component F[, the component F2 which changes 
linearly with flow rate, and the component F^ which changes 
parabolically with flow rate. Figure 12 shows these three com
ponents for No. 3 and No. 6 impeller. As we increase the flow 
rate, the contributions of the components F2 and F3 become 
larger. These figures show how each component contributes to 
the change in the total force as the change of the flow rate. 

To find out the practical meaning of the present result, we 
estimate the hydraulic unbalance which might occur in an actual 
high-speed pump impeller manufactured within the geometrical 
tolerance recommended by a typical standard. The dimensions 
of the examined impeller are given in Table 3. The JIS (Japa
nese Industrial Standard) B8327 (1989) test code regulates the 
deviation of the vane pitch to be less than two percent of the 
averaged pitch. This value corresponds to the eccentricity e/r2 
= 0.0044 for the present case. Figure 13(a) shows the relation 
between the eccentricity: e versus the normalized value of un
balanced hydraulic force: | F * | obtained from Fig. 10. This 
figure shows that the hydraulic unbalance force corresponding 

to e/r2 = 0.0044 at the flow rate 0 = 0.10 is | F * | = 0.013. 
The residual mass unbalance corresponding to the unbalanced 
hydraulic force | F * | = 0.013 is G = 30.8 mm/s in case of the 
examined impeller, which is about five times as large as ISO 
1940-1 (1986) recommendation G = 6.5 mm/s for mechanical 
unbalance. This estimation shows that the hydraulic unbalance 
of a high-speed pump impeller manufactured within the geomet
rical tolerance can be much larger than the ordinary mechanical 
unbalance. Moreover, from Fig. 13(a) and (b), it is shown 
that the unbalanced hydraulic forces | F * | increase as the flow 
coefficient increases, since the component Fj and F-s contribute 
mainly to the total force at the larger flow rate. It should be 
noted that the above estimation becomes severer at larger flow 
rate. 

Conclusion 

The unbalanced hydraulic forces on centrifugal impellers due 
to the manufacturing deviations were studied from the experi
ments and the analyses. It was found that the magnitude of 
the unbalanced hydraulic force increases as the increase of the 
manufacturing deviation, and also that the magnitude and the 
direction of the unbalanced hydraulic force depend on the flow 
rate. Two-dimensional inviscid flow analysis can explain the 
character concerning the flow rate dependence. The flow analy
sis shows that the unbalanced hydraulic force can be divided 
into the three components which are constant, linear, and para
bolic functions of the flow rate. Therefore, the hydraulic unbal
ance can be balanced at only one flow rate by adding mechanical 
unbalance. From the application of the present results to a high
speed pump impeller manufactured within the geometrical toler
ance, it was shown that the hydraulic unbalance can be larger 
than the ordinary mechanical unbalance. Hence, we can con
clude that the hydraulic unbalance is one of the important factors 
in high-speed pump rotordynamics. 
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Steady and Unsteady Flow Field 
at Pump and Turbine Exits of a 
Torque Converter 
The steady and unsteady flow field at the pump and the turbine exit of a 245 mm 
diameter automotive torque converter was measured by a miniature high-frequency-
response five-hole probe and a high-frequency-response total pressure Pitot probe 
in the stationary reference frame. The data were decomposed into blade periodic, 
blade aperiodic, and unresolved unsteady components. The periodic flow data shows 
that the pump exit flow has four major zones; the free-stream flow, the blade wake 
flow, the core-suction corner separation flow, and the mixing zone. The unsteady flow 
data shows that the unsteadiness in the free-stream is uniform, and the unsteadiness 
in the wake mixing flow zone is very high. The turbine exit flow is almost fully 
developed at the measurement plane, the flow field is uniform in the tangential 
direction, and only radial gradients in flow properties exist. A region of separated 
flow with high unsteadiness and high axial component of vorticity was observed at 
the measurement plane near the core. 

Introduction 
The torque converter is a hydrodynamic, closed-loop, multi-

component turbomachine, used in the automatic transmission 
of the vehicle, as a means of transmitting the power and torque 
from the engine to the transmission and to provide torque ampli
fication during vehicle launch conditions, A typical torque con
verter consists of a pump, turbine, and stator, employing oil as 
the working fluid. The performance of the torque converter is 
of great significance to the vehicle. Increased converter torque 
multiplication enhances vehicle acceleration, while improve
ment of converter efficiency results in increased vehicle fuel 
economy. Since several million torque converters are built every 
year, even a small torque converter efficiency improvement will 
result in major fuel savings. The objective of the Penn State 
research program is to improve the performance of the torque 
converter through a better understanding of the flow field. The 
objective of the experimental program, which is focused on the 
flow field measurement downstream of each element and inside 
blade passages, is to obtain accurate data needed for the flow 
analysis, correlation, computer code validation, and design of 
next generation torque converters. 

The earlier flow measurements were carried out by two 
groups: the University of Virginia using a laser Doppler veloci-
meter and The Pennsylvania State University using a miniature 
five-hole probe. Both of them employed a 230 mm diameter 
torque converter. Brun et al. (1996 and 1997) measured three 
components of velocity inside the pump and turbine passage 
(inlet, quarter, mid-chord, and exit plane). Marathe et al. 
(1997) measured the turbine exit flow using a high-frequency-
response five-hole probe. Both of these measurements indicate 
that the flow field is highly three dimensional and unsteady, 
with large regions of separated flow. A review of these investi
gations and an assessment of the fluid dynamics of an automo
tive torque converter are given by Von Backstrom and Lakshmi
narayana (1996). 

A new 245 mm diameter torque converter, simulating a more 
recent production design, was investigated at Penn State. The 
objective of this research is to provide detailed and accurate 
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knowledge of the pump and turbine exit flow. An improved 
miniature five-hole probe, which has a higher frequency re
sponse and higher natural frequency than the earlier probe, was 
used to measure the pump and turbine exit flow field. In addi
tion, a high-frequency-response miniature total pressure Pitot 
probe was developed and used to check the accuracy of the 
five-hole probe data. The steady and unsteady flow field data 
are presented and interpreted in this paper. 

Experimental Facility and Measurement Technique 
Figure 1 shows the test section of the 245 mm diameter 

torque converter. The pump has 32 blades with 1 mm constant 
blade thickness. The pump inlet blade angle is -30.0 deg and 
the outlet blade angle is 10.0 deg. The turbine has 36 blades 
with 1 mm constant blade thickness. The inlet blade angle is 
61.4 deg and outlet blade angle is -62.6 deg. The pump exit 
measurement plane is 5.57 mm downstream of the pump blade 
trailing edge in the axial direction. The turbine exit measure
ment plane is 4.52 mm downstream of the turbine blade trailing 
edge at the core. The flow field was measured at five different 
operating conditions, speed ratios (defined as n,lnp) 0.8, 0.6 
(design point), 0.4, 0.2, and 0.065. Only the data at the design 
speed ratio of 0.6 are presented and interpreted in this paper. 
The test speed of the pump is 1160 rpm, and the turbine speed 
is 696 rpm at a speed ratio 0.6. At this condition, the torque 
converter has a 75.54 percent overall efficiency and a 1.259 
torque ratio at the Penn State Facility. A detailed description 
of the experimental facility and the data acquisition system is 
given by Marathe et al. (1997). 

The high-frequency-response five-hole probe used in this 
study is an improvement over the previous design (Marathe et 
al., 1997). Five Kulite XCQ-080-100A pressure transducers are 
mounted in the probe and function as the sensing elements. The 
probe tip diameter is increased from 1.67 mm to 2.13 mm, and 
the frequency response is increased to 9 kHz. Most importantly, 
the probe's natural tubing-diaphragm oscillation frequency is 
increased to 6 kHz. This allows a low pass digital filter to be 
used during the data processing to filter out the fluctuation of 
the tubing-diaphragm oscillation without losing the flow field 
information. The spectrums of the pump and turbine exit total 
pressures at one typical radial location are shown in Fig. 2. 
These are the spectrums derived using a low pass digital filter. 
It is clear that the probe natural oscillation has been filtered 

538 / Vol. 120, SEPTEMBER 1998 Copyright © 1998 by ASME Transactions of the ASi^E 

Downloaded 03 Jun 2010 to 171.66.16.146. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Relative magnitude of various components of un
steadiness (all values shown here are total RMS value of 
fluctuating quantities and not the absolute levels) 

Fig. 1 245 torque converter test section (unit; mm) 

• ] • ' • • 

•- ; 

; 

1 

21, 

a 

1 1 • • ' • 

PumpExH h/H-71.6S 

; ; 
'i i 

41. [jia. 

i l !«• 7<, 

• • • • 

..,. 

1, 

FraqiMncy {kHz} 
• 1 1 • • • 1 • • 

Tuibltw ExH hAl>74.0% : 

; : ; 
i : i 
; : ; 

Flow parameter 

Time mean value 
Blade periodic RMS 
Blade aperiodic RMS 
Blade unresolved RMS 
Revolution periodic RMS 
Revolution aperiodic RMS 
Revolution unresolved RMS 
Unresolved unsteady RMS 

P, 

36.076 
0.6140 
0.0585 
0.1007 
0.0462 
0.0565 
0.2789 
0.7869 

(psi) 

100% 
1.70% 
0.16% 
0.28% 
0.12% 
0.16% 
0.77% 
2.18% 

V„ (m/s) 

14.099 
0.5393 
0.0376 
0.0410 
0.0124 
0.0245 
0.1498 
0.4040 

100% 
3.83% 
0.27% 
0.29% 
0.09% 
0.17% 
1.06% 
2.87% 

FraqiMncy (kHz) 

Fig. 2 Pump and turbine total pressure spectrums (SR = 0.6) 

out. The flow field signal in the spectrum will be discussed 
later. A 0.7 mm tip diameter high-frequency-response total pres
sure Pitot probe was developed to assess the accuracy of the 
five-hole probe. The frequency response of this total pressure 
Pitot probe is very high, over 15 kHz, due to the very short 
tubing length of the probe. The natural frequency of this probe 
is 11 kHz. 

The five-hole probe was calibrated in a water tunnel with 
an angle measurement accuracy of ±1 deg, and the velocity 
measurement accuracy of ±0.15 m/s. The accuracy of pressure 
measurement depends on the transducer zero point drift, which 
is calibrated at the beginning and end of each measurement. 
The maximum error is about ±0.05 psi. The position and angle 
of the probe setting are measured to an accuracy of ±0.1 mm 
and ±0.1 deg. The maximum cumulative error in the velocity 
and the pressure is estimated to be 3 and 0.8 percent. Detailed 
uncertainty analysis is given in Dong (1998). 

The experimental data was acquired at 6 radial locations at 
the pump exit (from h/H = 18.2 to 86.1 percent), and at 7 
radial locations at the turbine exit (from h/H = 10.7 to 88.1 
percent). The data acquisition system is clocked by the shaft 
encoder with 50 points across the passage. The data processing 
procedure used in this research, which has been discussed by 
Marathe et al. (1997), is as follows: (1) Calculate the instanta
neous pressures (pi, Pi, p^,P4, Ps) from instantaneous voltages 
using the pressure transducer calibration curve; (2) Use a digital 
low pass filter to filter the fluctuation due to the probe natural 
oscillation; (3) Calculate the instantaneous flow parameters (P^, 
P> ẑ> ^e, Vr) from instantaneous pressures using the five-hole 
probe calibration, including the corrections due to the probe 
spatial error and the unsteady effects; (4) The instantaneous 
flow parameters are decomposed into time mean value and un
steady components, which are listed in Table 1. 

After the time averaging, each flow parameter is decomposed 
into 8 components: mean, blade periodic, blade aperiodic, blade 
unresolved, revolution periodic, revolution aperiodic, revolution 
unresolved, and total unresolved unsteadiness. The mean value 

Nomenclature 

D, d - diameter 
/ = frequency 
h = spanwise distance 

H = blade height 
h/H = relative radial position 

n = pump or turbine rotating speed 
p = pressure of the five-hole probe 
P = pressure (Eq. (3)) 

P.S. = pressure side of the blade 
S.S. = suction side of the blade 

s = tangential position 
S = blade spacing 

s/S = relative tangential position 

SR = speed ratio, turbine speed/pump 
speed 

V = absolute velocity, stationary frame 
(Eq. (2)) 

W = relative velocity, pump, or turbine 
rotating frame 

a = pitch angle, measured from the ra
dial direction 

/3 = yaw angle, measured from the tan
gential direction 

p = density 
ui = rotating speed of pump or turbine 

fij = axial vorticity, normalized by 2uj 
(Eq. (4)) 

Subscript 
p = pump or pump rotating frame 
r = rotating frame 
t = turbine or turbine rotating frame 

r, 0, z = radial, tangential and axial 
component 

o = total or stagnation properties 
s = stator or static pressure 

hub = reference pressure at stator hub 
ref = reference velocity or pressure 

(Eqs. (2) and (3)) 
uns = unresolved unsteadiness RMS 

value (Eq. (1)) 
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1 passage 2 passages 
Tangential Position 

3 passages 

Fig. 3 Decomposition of unsteady totai pressure data (SR = 0.6) 

is the time average of the complete data set. The blade periodic 
value is the averaged blade-to-blade profile of the flow field. 
The blade aperiodic value is the difference in the flow field 
between each blade passage and the blade periodic value. The 
revolution periodic quantity is the averaged value from revolu
tion-to-revolution in each cycle. The revolution aperiodic value 
is the variation in flow properties from revolution to revolution. 
The total unresolved unsteadiness is associated with the fluctua
tion not clocked with the blade, the shaft, and the cycle frequen
cies. It includes the electronic noise, the random error in data 
acquisition and processing, the pressure fluctuation in the oil 
charging system, and the fluctuation due to the turbulent flow. 
The largest contribution to the total unresolved unsteadiness is 
from the flow field; more specifically from the random turbu
lence. 

Figure 3 shows the decomposition of the total pressure data 
from the high frequency Pitot probe at a radial location of 73 
percent from the core and at a speed ratio 0.6. The data for 
three blade passages are shown. The time mean value, blade 
periodic, and the total unresolved unsteadiness are the dominant 
components. The other values are found to be small, within the 
range of ±0.2 psi, and are not shown here. The RMS values of 
various unsteady quantities for the total pressure and the total 
velocity at hlH = 72 percent and SR = 0.6 are listed in Table 
1. It is clear that the mean, the blade periodic, and the unresolved 
unsteadiness are the three dominant terms. The steady flow field 
presented in this paper is the sum of the time mean and the 
blade periodic value at each measurement grid point. Only the 
total unresolved unsteadiness blade periodic RMS values at each 
grid point are presented to characterize the unsteady flow field. 
The unresolved unsteadiness (blade periodic RMS value), de
noted by the subscript uns, is defined by the following equation: 

1 1 1 " "' "' 

iVc Hr 'lb \l j _ | i = i j _ | 
(1) 

where A is the flow parameter, A.'jj,, is the instantaneous unre
solved unsteadiness, Â .̂ is the number of cycle in each data set, 
Nr is the number of revolution in each cycle, and Nb is number 
of blade passage in each revolution. 

The velocity and pressure in this paper are normalized as 
follows: 

_ ^ V - "'' n /i "' 
rmalized _ , t t^ref , ^ '^^p .* / t 

Kef 60 ^ Hp 

'normalized „ ' ref n r ref 
J^ref 2 

( 2 ) 

( 3 ) 

Fig. 4 Scliematic of pump exit flow pattern (SR = 0.6) 

where P^^t, is the static pressure on the stator hub, whose values 
vary from 16 to 18 psi. For the speed ratio 0.6, the reference 
velocity is y,ef = 9.411 m/s, and the reference pressure is P^f 
= 5.504 psi. The unresolved unsteadiness in total pressure and 
static pressure is normalized by the Pre,. The unresolved un
steadiness in total velocity is normalized by the local steady total 
velocity. All unresolved unsteadiness presented in this paper are 
RMS values. 

Pump Exit Flow Field 
It is clear from Fig. 2 that the pump blade passing frequency 

is the dominant periodic signal at the pump exit. Eight harmon
ics are present in the total pressure spectrum. The amplitude of 
the first three harmonics is over 0.17 psi. The spectrum of the 
pump exit flow parameters show no other periodic signals, such 
as those associated with the pump and turbine shaft frequency, 
turbine blade passing frequency, and pump and turbine blade 
passing frequency combinations (such as^, - /,, or 2/, - fp). 
Hence the pump exit flow at the measurement plane is domi
nated by the pump passage flow, all other effects are too small 
to be observed. The turbine inlet flow is at a low incidence at 
a speed ratio of 0.6, causing the turbine blade upstream effects 
to be small. 

Flow Structure at Pump Exit. The torque converter pump 
exit flow has a "jet-wake" pattern similar to those observed in 
other radial turbomachinery. Based on the flow field data and 
the later discussion, the nature of the pump exit flow at the 
speed ratio 0.6 is summarized in Fig. 4. The pump exit flow 
structure can be seen clearly from the contour plots of absolute 
total pressure and its unresolved unsteadiness (Fig. 5(a) and 
(b), the relative total velocity vector plot and its unresolved 
unsteadiness (Fig. 6(a) and (b)), and the contour plot of the 
static pressure and its unresolved unsteadiness (Fig. 7(a) and 
(b)). 

The pump exit flow field has four regions; free-stream region, 
blade wake region, corner flow separation wake region, and the 
high mixing flow region. The flow field is dominated by the 
"jet flow"; that is the free-stream. The free-stream flow occu
pies more than 60 percent of the passage area. In the free-
stream, the tangential gradient of absolute total pressure is small 
(Fig. 5(a)), and its unresolved unsteadiness are minimal and 
close to uniform (Fig. 5(b)). The relative total velocity is high 
on the pressure side and low on the suction side (Fig. 6(a)). 
The "wake flow" is the combination of the blade wake and 
the corner flow region. The wake is nearly radial, and covers 
about 10 percent of the passage area. The wake shape can be 
seen clearly from the unresolved unsteadiness total pressure 
contour plot (Fig. 5(b)). As in the normal turbomachine blade 
wake, the total pressure is low (Fig. 5 (a) ) , the static pressure 
is high (Fig. 1(a)), the flow is underturned on the pressure 
side and overturned on the suction side (Fig. &(a)), and the 
unsteadiness are high. The corner flow separation region is in 
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Fig. 5(a) Normalized blade periodic total pressure [P„) 

Fig. 5(b) Normalized unresolved unsteadiness in total pressure (Po.una) 

Fig. 5 Absolute total pressure at pump exit (SR = 0.6) 

Fig. 7(a) Normalized biade periodic static pressure (P,) 

Fig. 7(b) Unresolved unsteadiness in static pressure (Psu„s) 

Fig. 7 Static pressure at pump exit (SR = 0.6) 

Fig. 6(a) Normalized relative total velocity vectors {Wp„) 

Fig. 6(b) Unresolved unsteadiness in relative total velocity {Wop,ms %) 

Fig. 6 Relative total velocity at pump exit (SR = 0.6) 

Fig. 8(a) Blade periodic absolute flow yaw angle (/3 in degree) 

L«™l p • 

Fig. 8(b) Unresolved unsteadiness In yaw angle (/?„„, In degree) 

Fig. 8 Absolute flow yaw angle at pump exit (SR = 0.6) 

the corner of the core and the suction side. It covers about 10 
percent of the passage area. In this region, the total pressure 
and total velocity are very low, the unresolved unsteadiness of 
the flow parameters are relative high, and no backflow is ob-
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served. The high mixing flow region is located beside the comer 
separation wake, near the core and the mid-pitch region. It 
covers about 10 percent of the passage area. 

Free-Stream Flow. As the dominant part of the ' 'jet flow," 
the free-stream covers a substantial part of the passage area. In 
this region, the absolute total pressure is high near the shell and 
low near the core (Fig. 5 (a ) ) . This could be attributed to two 
reasons. The first reason is the effect of rotation. The shell has 
a larger radius and the absolute total velocity is higher in this 
region. The second reason is the static pressure distribution 
(Fig. 7 (a ) ) , which is high near the shell and low near the core 
due to the centrifugal force effect. It is noted that in the free-
stream region, both the absolute total pressure and the static 
pressure have very small tangential gradients, and the radial 
gradients dominate. In the free-stream flow, the relative total 
velocity is high on the pressure side, low on the suction side. 
This is the dominant feature of the pump exit flow, and this 
win be discussed later. The reasons for such a free-stream veloc
ity profile has been explained by Backstrom and Lakshminaray-
ana (1996). Another reason is that the blockage caused by very 
low velocities on the suction side pushes the flow to the pressure 
side. 

The main feature of the unsteady flow in the free-stream is 
that the random fluctuation level is relatively low and uniform. 
In the free-stream, the unresolved unsteadiness in relative total 
velocity is about 7 to 13 percent of the local velocity (Fig. 
6(b)). The unresolved unsteadiness in absolute total pressure 
is similar in magnitude to those of velocity. The unresolved 
unsteadiness in absolute yaw angle is only about 1.2 deg (Fig. 
8 ( i ) ) . These unsteady levels are much lower than that observed 
in the wake, comer separation, or mixing flow area. 

Blade Wake Flow Region. The shape of the blade wake 
can be clearly ascertained from the unresolved unsteadiness in 
total pressure contours (Fig. 5(b)). The blade wake is nearly 
radial and covers about 10 percent of the passage area. As in 
other turbomachinery blade wake flow, the total pressure is 
lower (Fig. 5(c)) and the static pressure is higher than the free-
stream region (Fig. 1(a)). The velocity deficit in the wake can 
be clearly seen in Fig. 6 (a ) . The blade wake region has a large 
inward velocity (toward the core) caused by the secondary flow. 
The secondary flow tends to accumulate and separate near the 
core region as explained later. The flow is undertumed on the 
pressure side and overturned on the suction side. At the mea
surement plane, the unresolved unsteadiness in total pressure is 
about 50 to 70 percent higher than that in the free-stream. The 
unresolved unsteadiness in relative total velocity in the wake is 
about 14 to 18 percent of the local velocity. This is substantially 
higher than those encountered in other turbomachinery, and this 
should result in severe unsteady flow in the turbine passage 
downstream. 

Corner Separation Wake Flow. This region is located on 
the corner of the core and the suction side. The size of this 
region is about 10 percent of the passage area. The main feature 
of this region is that the relative through flow velocity is very 
low (Fig. 6 (a) ) , close to zero; and the radial inward velocity 
is the dominant component. The flow is separated in the suction-
core surface comer. This can be seen in Figs. 4 to 8. Three 
factors can be attributed to this flow separation. First, there is 
a large radial inward flow along the blade suction side, so that 
the low momentum fluid is transported to the core-suction cor
ner. The accumulation of the low momentum fluid causes flow 
separation. Second, the torque converter pump is a radial-axial 
mixed-flow pump. The centrifugal force is the major factor in 
the tangential momentum increase with the blade flow turning 
playing a secondary role (Lakshminarayana, 1996). So the 
torque converter pump flow should be more Uke the centrifugal 
pump impeller flow, where flow separation exists on the blade 
suction side. Third, the core of the pump blade passage has a 

convex curvature, and there is a tendency for the flow to separate 
on the convex surface. 

In the suction-core comer, the absolute total pressure is very 
low (Fig. 5 (a ) ) . This could be attributed to three causes. First, 
the static pressure is very low in this region. The radial pressure 
gradient is from the shell to the core, hence the static pressure 
on the core-suction comer has a minimum value. Second, the 
comer separation is the result of accumulation of the low mo
mentum fluid. The low stagnation pressure fluid is transported 
by the radial inward flow along the suction side to the corner. 
Third, the flow separation region has a high dissipation rate due 
to high flow fluctuation. The total pressure loss should be very 
high in this corner. The unresolved unsteadiness levels are rela
tively high in this comer. The unresolved unsteadiness in rela
tive total velocity is about same level as that in the blade wake; 
about 19 percent of the local velocity. 

High Mixing Flow Region. This flow region is in the shape 
of a triangle. It is located beside the comer flow separation 
region on the core near the mid-pitch region. The size is about 
10 percent of the passage area. The steady relative total velocity 
and absolute flow yaw angle have very large tangential gradients 
in this region (Fig. 6(a) and Fig. 8 (a ) ) . It is believed that this 
gradient and the secondary flow are the direct reasons of the 
flow mixing. 

The most significant feature in this region is that the flow 
unsteadiness is very high, even higher than that in the blade 
wake. The unresolved unsteadiness in absolute total pressure in 
this region is about 1.0 to 1.3 psi (Fig. 5(b)), which is about 
15 to 30 percent higher than that in the blade wake (0.8 to 1.0 
psi in the wake). The unresolved unsteadiness in relative total 
velocity is about 23 to 31 percent (Fig. 6(b)), which is about 
6 to 15 percent higher than that in the wake. This indicates the 
presence of strong random flow fluctuations and intense flow 
mixing. In the core-suction comer, the through flow velocity is 
very low due to the flow separation. On the pressure side, the 
volume flow rate of the free-stream increases due to the 
blockage effect caused by the comer separation. In the middle 
area of these two regions, the velocity gradient is very high. 
So, it is believed that the comer flow separation and its blockage 
effect result in large tangential gradients in velocity. It is antici
pated that the total pressure fluctuation will dissipate quickly 
as the flow progresses downstream due to the high viscosity of 
the oil. 

Secondary Flow and Axial Vorticity. A strong secondary 
flow, which is counter-clockwise viewed from the downstream 
of the pump rotor, is found at the pump exit flow field (Fig. 
9 (a ) ) . The secondary flow velocity in this paper is defined as 
the measured velocity vector minus the ideal flow velocity vec
tor. The ideal flow velocity is calculated by the local axial 
velocity and mass-averaged flow angles. The flow is radial out
ward (from core-to-shell) on the pressure side, with large in
ward velocity on the suction side. At the core-suction corner, 
the magnitude of the radial inward velocity is about 60 to 70 
percent of the mass averaged through flow velocity. Major 
causes of secondary flow in radial machinery is analyzed by 
Lakshminarayana (1996). The secondary flow in these passages 
is caused by the presence of vorticity in viscous shear layers 
combined with the flow turning, the passage meridional curva
ture, the rotation effect through the Coriolis force, and the cen-
trifuging of the blade boundary layers. These sources and their 
effect will introduce complex flow features making it difficult 
to identify the dominant sources. This can only be done by 
isolating various sources through the basic experiment or the 
numerical simulation. For example, the blade turning would 
introduce secondary flow from pressure to suction surface near 
the shell and the core. This feature exists only near the shell 
(Fig. 9 (a ) ) , but the core secondary flow is from the suction to 
the pressure surface. The rotation effect on blade boundary layer 
should develop radial outward flow on both the pressure and 
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Fig. 9 Secondary flow and vorticity at pump exit (SR = 0.6) 

suction surface boundary layers. In the data shown, this effect 
is observed only on the pressure side. The meridional curvature 
should introduce radially outward flow, this exists on the pres
sure side only. Hence the shell flow and the pressure side flow 
are dominated by these sources. 

Since the data available are only at one axial location, only 
the axial component of the vorticity can be calculated using the 
equation: 

i^^.= 
d{rWi) dV\ 1 

dr rd9 / 2a; 
(4) 

The axial vorticity derived from these data is shown in Fig. 
9{b). The shape of the blade wake can be seen clearly in these 
contours. A large positive (clockwise) axial vorticity is found 
in the blade wake (Fig. 9(a) and (h)). The positive axial vortic
ity is due to the radial velocity along the blade, inward on the 
suction side and outward on the pressure side. Along the suction 
side, a negative (counter clockwise) axial vorticity is observed. 
In addition, a large counter clockwise vortex is found near the 
core. The center of the vortex is near the center of the high 
mixing flow region. Compared with the secondary flow vector 
(Fig. 9 (a) ) , it is clear that this is the secondary flow vortex. 
As it has been discussed earlier, this vortex is mainly caused 
by the pump rotation (the Coriolis force). 

Passage Averaged and the Integrated Flow Field. The 
radial distribution of the blade-to-blade mass averaged values 
of the flow properties at the pump inlet and the exit are shown 
in Fig. 10(a) and 10(b), respectively. The stator exit (pump 
inlet) data was measured by a conventional five-hole probe on 
a 6 X 25 stator exit grid. It is clear that the flow at the pump 
inlet near the core has a large axial velocity defect (Fig. 10(a)) 
approaching separation. But, at the pump exit, the axial velocity 
is almost uniform in the radial direction. The volume flow is 
redistributed along the blade height. This indicates the presence 
of very strong flow mixing and migration inside the pump pas

sage. It is believed that the secondary flow is the major cause 
for this spanwise mixing (Backstrom and Lakshminarayana, 
1996). 

As the pump inlet total pressure is very small and almost 
radially uniform (Fig. lO(fl)), the pump total pressure rise 
distribution is nearly the same as the pump exit total pressure 
distribution (Fig. 10(b)). It is high near the shefl and low near 
the core. The reason for this kind of distribution was discussed 
earlier. Since the blade speed is very high, the absolute velocity 
is much larger than the relative velocity. A small error in the 
absolute velocity measurement could cause large error in the 
relative flow angle. The derived relative flow yaw angle is not 
accurate at the pump exit measurement, hence the pump exit 
flow deviation angle cannot be determined accurately. Both the 
absolute and the relative flow angle are uniform across the span 
(Fig. 10(^)) as well as all the radial velocity components. 

In general, the main feature of the pump exit flow field is 
the flow concentration on the pressure side and the shell. The 
relative velocity defect along the suction side causes the radial 
inward secondary flow driven by the Coriolis force and the 
passage meridional curvature effect. The accumulation of the 
low momentum fluid causes the flow separation on the core-
suction corner. And the high mixing flow region is the result 
of the corner separation and its blockage effect. The highest 
total pressure loss is near the core-suction corner area. 

Turbine Exit Flow Field 

The spectrum of the absolute total pressure at the turbine exit 
at one typical radial location is shown in Fig. 2. It should be 
noted that the periodic signal is much weaker than those ob
served at the pump exit flow. Only the first harmonic of the 
turbine blade passing frequency is observed. The blade wake 
is almost completely decayed at the measurement plane. The 
maximum variation in the blade periodic total pressure in the 
tangential direction is about 0.15 psi, which is much less than 
the blade periodic total pressure variation of 2.1 psi at the pump 
exit. At the radial location 88.3 percent, which is the closest 
location to the core (Dong, 1998), three periodic signals/,, 2/,, 
and fi, — fi are observed. At this position, the probe is closer to 
the turbine blade trailing edge than at any other measurement 
positions. The turbine blade wake decay at this location is less 
compared to that at the shell location. It should also be noted 
that the/ , - /, signal is the dominant periodic signal in the total 
pressure at this radius. The upstream pump exit blade periodic 
flow influences the turbine exit periodic flow near the core. 

The magnitude of the broad-band fluctuation of the total pres
sure at low frequency (0 to 0.5 kHz) is about the same level 
as the pump exit broad-band fluctuation. However, the broad
band fluctuation of the total pressure at high frequency (higher 
than 0.5 kHz) is only about half of the corresponding pump 
exit fluctuation. The spectrum of flow parameters at the turbine 
exit does not reveal the presence of pump blade passing fre
quency, except at the radial location near the core. This indicates 
that the pump induced periodic fluctuations are completely de
cayed as the flow passes through the turbine passage, since the 
oil is highly viscous, and the dissipation rate is high. The turbine 
exit flow field at the speed ratio 0.8 was also measured using 
a miniature conventional five-hole probe to determine the up
stream potential effect of the stator blade. This probe can only 
measure time average flow properties of the turbine exit flow 
field. However, the data can be used to assess the upstream 
potential effect of the stator blade. The probe was traversed at 
7 radial and 7 tangential locations to cover one stator blade 
spacing. The flow field data show that upstream potential effect 
of the stator blade has no significant influence on the total 
pressure and total velocity at the turbine exit measurement 
plane. The major effects are on the axial velocity and yaw 
angle near the core, amounting to about 20 percent and 4 deg 
variations, respectively. This effect is much smaller at other 
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radial distribution of mass averaged flow properties (SR = 0.6) 

radial locations due to the longer streamwise distance between 
the stator blade leading edge and the turbine exit measurement 
plane. 

Absolute Total Pressure. The absolute total pressure at 
the turbine exit for the speed ratio of 0.6 is shown in Fig. 11(a). 
The most remarkable feature is that flow is uniform in the 
tangential direction and only radial gradients dominate the total 
pressure variation. This is consistent with the spectrum (Fig. 
2). The total pressure is high near the core and the shell (indicat
ing lower pressure drop or output), and low near 60 percent 
span. Such a total pressure distribution could be attributed to 
three causes. First, the flow near the core is not well behaved 
inside the turbine passage, with possible flow separation on the 
core. Such flow separation was found in the turbine passage of 
the 230 mm torque converter (Brun et a l , 1997), and is proba
bly due to convex curvature effect. Hence, the total pressure 
drop in the turbine near the core is small, and the absolute 
turbine exit total pressure is high near the core. Second, the 
total pressure at the turbine inlet is very high near the shell, 
hence the turbine exit total pressure near the shell should also 
be high. The third cause is the presence of meridional curvature 
effect, which results in higher relative pressure near the shell. 

The unresolved unsteadiness in total pressure at turbine exit 
is shown in Fig. ll(fo). It is high near the core because of the 
three following reasons. First, the measurement plane near the 
core is closer to the turbine trailing edge than that near the 
shell. The blade wake near the core has decayed less than that 
at other radial locations. Hence, the unsteady flow fluctuation 

should be higher near the core. Second, the flow is probably 
separated near the core inside the passage due to the presence 
of convex curvature. The separated flow probably reattaches 
before reaching the measurement plane, since no negative axial 
velocity is found at the turbine exit. 

The reason of the flow separation is given by Backstrom and 
Lakshminarayana (1996). It is caused by convex curvature of 
the torus. This is confirmed by the radial distribution of axial 
velocity (explained later), which is low near the core and high 
near the shell. Third, the pressure decreases from the shell to 
the core, caused by the meridional curvature of the flow path. 
The low momentum fluid is forced to move from the shell to 
the core along the blade surface by the pressure gradient. So, 
the high unsteadiness near the core is the result of the core flow 
separation and the accumulation of low momentum fluid. The 
unresolved unsteadiness in total pressure is low and uniform at 
most locations (Fig. 11(b)). The magnitude of this unsteadi
ness is only about 30 percent of that observed in the free-
stream of the pump exit flow. The turbine wake position can 
be determined from these unsteadiness contours (Fig. l l ( i i ) ) . 
The unsteady level is about 8 to 15 percent higher than that in 
the passage flow. 

Relative Total Velocity and Yaw Angle. The relative total 
velocity vectors at the turbine exit are shown in Fig. 12(a). 
Except for one location near the core, the relative total velocity 
is uniform in both the magnitude and the direction across the 
entire passage. The relative total velocity at the shell is about 
40 percent higher than that at the core. It is believed that this 
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Fig. 11 Normalized absolute total pressure at turbine exit (SR = 0.6) 

is due to the blockage effect caused by the flow separation 
inside the turbine passage near the core. It is clear from the 
radial distribution of axial velocity (presented later) that the 
through flow velocity increases near the shell due to the 
blockage caused by flow separation near the core. The unre
solved unsteadiness in relative total velocity is shown in Fig. 
12(fc). It is high near the core due to reasons mentioned earlier. 
In most of the passage area, from h/H = 11 to 75 percent, the 
unresolved unsteadiness in relative total velocity is uniform, 
with values ranging from 7.9 to 9.3 percent of the local velocity. 
This is consistent with the unresolved unsteadiness in total pres
sure. 

The turbine exit relative flow yaw angle is shown in Fig. 
13(a). The turbine exit blade angle is —62.5 deg. In most of 
the passage area, from h/H = 15 to 75 percent, the flow is well 
aligned with the turbine blade and the deviation angle is less 
than 5 deg. The largest yaw angle variation in the tangential 
direction is only about 1 deg across the passage. The maximum 
radial variation of the yaw angle is about 5 deg. The flow near 
the core is underturned by about 10 deg, because of the existence 
of core flow separation. The unresolved unsteadiness in yaw 
angle is shown in Fig. 13(b). The random fluctuation in yaw 
angle in most of the passage area (shell to 70 percent span) is 
about 5 to 8 deg. At the core region, the unresolved unsteadiness 
in yaw angle is high (about 11 to 14 deg) because of the core 
flow separation. 

Fig. 12(a) Relative total velocity vectors (liV,o) 

Fig. 12(b) Unresolved unsteadiness in relative total velocity (IV„,,„„:) 

Fig. 12 Normalized relative total velocity at turbine exit (SR = 0.6) 

Secondary Flow and Axial Vorticity. The secondary flow 
vectors at the turbine exit are shown in Fig. 14(a). Compared 
with the secondary flow at the pump exit, the turbine exit sec
ondary flow is much weaker. It was explained earlier that the 
Coriolis force has a dominant effect on the pump exit secondary 
flow. At the turbine exit, the rotational speed is low, 60 percent 
of the pump speed. The Coriolis force is smaller than that at 
the pump exit. The two other factors, the blade turning and 
passage meridional curvature, should be the dominant sources 
of the turbine exit secondary flow. The turbine blade has a total 
124 deg blade turning angle. The turbine exit secondary flow 
structure is not easy to assess from the secondary flow vector 
plot (Fig. 14(a)). The presence of radial velocity is not only 
due to the secondary flow, but also due to torus curvature. At 
the turbine exit measurement plane, the streamline is not in the 
axial direction, especially near the core. However, if the radial 
component was removed from the secondary flow vector, two 
circulation patterns could be observed in the turbine exit flow. 
One is the counter clockwise circulation on the outer passage, 
and the other is the clockwise circulation on the inner passage. 
Hence, it is believed that the blade turning is the major reason 
for the observed structure of secondary flow. 

The turbine exit axial vorticity is shown in Fig. 14(b). The 
axial vorticity is small and less than the relative eddy (-2a;) 
everywhere, except in the core region. Near the core region, 
appreciable vorticity exists due to upstream core flow separation 
and due to the vicinity of the blade trailing edge. As explained 
earlier, the measurement station is closest to the blade trailing 
at this location; and the secondary flow has not yet decayed at 
this location. 

Mass Averaged Flow Radial Distribution. The radial dis
tribution of the mass averaged flow parameters at the turbine 
exit is shown in Fig. 15. The radial gradient of absolute stagna
tion and static pressures are very small. The axial velocity is 
low near the core and high near the shell. This is due to the 
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Fig. 13 Relative flow yaw angle at turbine exit (SR = 0.6) 

Fig. 14(a) Secondary flow vectors 

Fig. 14(ib) Normalized axial vorticity (O,) 

Fig. 14 Secondary flow and vorticity at turbine exit (SR == 0.6) 

blockage effect caused by core flow separation in the turbine 
passage. The relative flow angle (/9,) is very close to the turbine 
exit blade angle from the shell to 80 percent span. Hence, the 
turbine exit flow deviation is very small and is less than 5 deg. 
The largest deviation occurs near the core because of the flow 
separation on the core. The absolute flow yaw angle (/?) has 
over 50 deg variation from the shell to the core at the turbine 
exit. This means that the stator will have a large incidence 
variation from hub-to-tip resulting in severe off design condi
tions. This will increase the total pressure loss inside the stator 
passage. Negative radial flow is found in the whole passage and 
is large near the core, caused by meridional flow curvature. An 
additional effect is the streamline curvature in the blade-to-
blade plane. 

Overall Performance of the Torque Converter 

The overall performance of the torque converter can be ascer
tained by examining the data at stator exit (or pump inlet Fig. 
10(a)), pump exit (or turbine inlet Fig. 10(b)), and turbine 
exit (or stator inlet Fig. 15). The pressure rise (P„, Fig. 10(a) 
and (b)) across the pump is higher at the shell and much lower 
at the core. This is mainly caused by the flow separation and 
"jet-wake" structure that exists within the pump in this region. 
The axial velocity is highly nonuniform at the pump inlet, with 
evidence of flow separation near the core as it approaches the 

pump leading edge, but the axial velocity is uniform from core 
to shell at the pump exit (Fig. 10(^)). This indicates that major 
mixing occurs inside the pump passage, caused by the secondary 
flow and the "jet-wake" structure. The absolute tangential ve
locity and the absolute flow angle are fairly uniform at both the 
pump inlet and the exit. The absolute turning angle near the 
shell is about 25 deg and almost zero near the core. This, com
bined with low axial velocity near the core, indicates that the 
core region is the most inefficient region and most of the pres
sure rise in this region occurs due to the shear pumping effect 
(Lakshminarayana, 1978). 

The turbine performance can be discerned by examining Fig. 
lO(fe) and Fig. 15. The turbine inlet flow encounters large radial 
gradient in absolute stagnation pressure, with the lowest values 
occurring near the core. The core flow in this region further 
deteriorates as it is transported through the turbine. The stagna
tion pressure drop near the core is much lower than that near 
the shell. This clearly reveals that major improvements in torque 
converter performance can be achieved through flow improve
ment in the core regions of the pump and the turbine to avoid 
flow separation. The passage averaged axial velocity is fairly 
uniform at the turbine inlet (Fig. 10(b)) and deteriorates near 
the core as it progresses through the turbine. The absolute flow 
turning angle near the shell and core are 80 and 30 deg, respec
tively, further confirming the inefficiency of the core region. 

The stator performance can be ascertained by examining the 
data in Fig. 15 (stator inlet) and Fig. 10(a) (stator exit). The 
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maximum stagnation pressure loss occurs near the shell. The 
axial velocity profile deteriorates as the flow progresses through 
the stator, with core flow encountering a large velocity reduc
tion. The flow turning is maximum near the shell region (about 
60 deg) and minimum near the core region (about 25 deg). 
This is mainly caused by redistribution of axial velocity, second
ary flows and flow separation near the shell endwall. 

The mass averaged absolute total pressure rise in the pump 
and the total pressure drop in the turbine at various speed ratios 
are shown in Fig. 16. The total pressure loss in the stator is 
equal to the pump pressure rise minus the turbine pressure drop. 
At the high speed ratio, the total pressure loss in the stator is 
only a small fraction of the pump total pressure rise. For speed 
ratios 0.6 and 0.8, the total pressure losses in the stator are 
about 4.96 and 4.67 percent of the pump total pressure rise, 
respectively. Most of the pump energy is absorbed by the tur
bine at these speed ratios and the torque converter efficiency is 
high. At low speed ratio (0.065), the total pressure loss in the 
stator is a larger fraction of the pump pressure rise, caused 
mainly by the large incidence to the stator. 

The torque for each element is also calculated using the mea
sured flow field data. They are 23.10, 31.80, and 8.70 Nm for 
pump, turbine, and stator, respectively, at a speed ratio of 0.6. 
These values are approximate values, because only about 75 
percent flow area is measured at the exit of each element. The 
pump and turbine torque measured by the load cells are 24.98 

7 

3 

r 
0-5 

.24 

a 

z 

. , , , 1 , , , , , , , , , 1 

. 
: 

-
• 

. ~ 
' Pump Exit 
* Turbine Exit 

- ^^ 

L ^ ^ 

^^--''''^ 
w"''''^ 

F . * , , , 1 , , , , I , ',- , ,-A 

' 1 ' 

" / 

/ si 
0. 

1 
1-a 
E 
a. 

/ Q. 

e Q 

ill 

1 
1-

€ 
H 

-

f 
3 
3-

C: 
0.. 

I. / i -

-^^1^ 
0.2 0.4 0.6 

Speed Ratio (n /n j 
'•• I 

Fig. 16 
ratio 

Absolute total pressure change across elements versus speed 

and 31.45 Nm. So, the tare torque of the test facility on the 
pump side is 1.88 Nm, and the tare torque on the turbine side 
is 0.35 Nm. The hydraulic or Euler efficiency was calculated 
based on the measured stagnation pressure and velocity (Laksh-
minarayana, 1996). Its value is found to be 82.6 percent at 
speed ratio 0.6. It should be remarked here that the hydraulic 
efficiency is based on the five-hole probe data, which does not 
include the flow field near the core and shell. Hence this effi
ciency is higher than the measured overall torque converter 
efficiency mentioned earlier (75.54 percent), which also in
clude the mechanical loss. 

Conclusion 
The following conclusions are drawn from this investigation: 

(1) The pump and turbine blade passing frequencies are 
the dominant periodic components at the pump and the turbine 
exit, respectively. 

(2) The pump exit flow field has four major regions; the 
free-stream, the pump blade wake, the core-suction comer sepa
ration, and the intense mixing region. The flow is weU behaved 
on the outer half of the passage near the shell. On the bottom 
half passage near the core, the flow is complex due to the core-
suction comer flow separation, very high radial inward flow in 
the separation zone, and very strong unsteadiness in the mixing 
flow zone. 

(3) The main feature of the pump exit flow field is the flow 
concentration near the pressure side and the shell. The relative 
velocity defect along the suction side causes a strong radially 
inward secondary flow. The rotation has a dominant influence 
on the pump exit secondary flow, especially near the core-
suction side corner. 

(4) A flow separation zone is observed at the turbine exit 
flow near the core, where high unsteadiness and clockwise vor-
ticity exist. The turbine flow tuming is the major cause of the 
turbine exit secondary flow, which is much weaker than the 
pump exit secondary flow. The turbine blade passage meridional 
curvature and the flow blockage effects, and the turbine flow 
separation on the core dominate the radial distribution of the 
turbine exit flow properties. 

(5) The core region is the most inefficient region in the 
pump passage, and most of the pump pressure rise in this region 
is due to shear pumping effect. The total pressure drop across 
the turbine near the core is much lower than that near the shell. 
The core regions of both the pump and turbine are inefficient. 
The torque converter performance can be improved through 
flow redesign of core region to avoid flow separation. 
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Investigation and Control of 
Backflow Ahead of a 
Shrouded Inducer 
Incorporating a backflow recirculator is a way to reduce part load instabilities of 
inducers. Experimental results demonstrate that two devices with simple geometry 
considerably soften pressure pulsations in suction and discharge pipes associated 
with part load instabilities, even at low NPSH conditions and low flowrates. This is 
accomplished with negligible adverse effects on pump performance. 

Introduction 

The major drawback of using inducers is their part load insta
bilities due to swirling backflow (Sloteman et al., 1984). If the 
interaction between this backflow and the main stream can be 
eliminated, it would be possible to eliminate or at least to 
damper instabilities. 

Wong et al. (1965), have taken high energy fluid from the 
discharge of a turbopump and injected it upstream of its inducer 
to improve flow distribution and eliminate cavitation and insta
bilities. 

Abramian et al. (1988) have placed a series of perforated 
disks in an attempt to reduce reversal flow. The efficiency of 
this device in attenuating pressure pulsations under cavitating 
conditions remains to be proved. 

Sloteman et al. (1984) have studied backflow recirculator 
placed upstream of an inducer, displacing the backflow out of 
the passage. Kasztejna et al. (1985) have tested a similar device 
with a centrifugal pump. These devices achieved stable opera
tion at all NPSH conditions and at low flow rates, without 
adverse effects on pump performance. 

Thus, local modifications of the casing wall in front of an 
inducer seem to be a good way of reducing part load instabilities 
and cavitation surge, in particular, without penalizing operation 
at the best efficiency flow rate. 

Two devices of simple geometry, displacing the swirling 
backflow out of the passage, have been tested at the INS A Fluid 
Mechanics Laboratory, Lyon. 

Test Apparatus 

The investigations were always conducted in test facihty ar
ranged in a closed-loop circuit, as shown in Fig. 1. The water 
was always deaerated until there was no visible bubble in the 
transparent suction line. The shrouded inducer is placed in front 
of a centrifugal pump on the same shaft. A detailed presentation 
of the test loop is presented along with key design data and 
performance of the inducer in the reference (Offtinger et al., 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
on FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
October 8, 1997; revised manuscript received February 23, 1998. Associate Tech
nical Editor; B. Schiavello. 

1997). The main design parameters of the inducer are given in 
Table 1. 

The first device (Fig. 2) consists in a cavity cut out of the 
casing just upstream of the inducer. The length of this cavity 
corresponds to the maximum axial extension upstream of the 
backflow cavitation at the pump best efficiency flowrate. The 
second device (Fig. 3) is a pierced ring placed in the cavity. 
These backflow recirculators, which are completely outside tiie 
mainstream, extract the backflow fluid because the high swirl 
velocity component causes a radial pressure gradient which 
forces the fluid to move radially into the annular slot. In the 
arrangement of Fig. 3, the fluid moves axially through the holes 
and then back into the mainstream. 

Flow fields at the inlet and the outlet of the inducer were 
investigated under noncavitating conditions with and without 
the cavity, using a five hole probe. No measurements were made 
with the pierced ring because the passage of the probe through 
the ring, obstructing a hole, would have modified the effect of 
the device in the explored area. Experiments were carried out 
for two flow coefficients: the first one 6, = 0.384 corresponding 
to the unshrouded inducer shockless flow coefficient at the tip, 
and the second one 62 = 0.249 corresponding to 0.645i5i. The 
measurement procedure is described in the references (Off-
tinger-Brissaud, 1997 and Offtinger et al., 1997). Some mea
surements were made inside the cavity in order to determine 
the direction of the flow in this area. 

The visualization of the flow upstream and downstream (be
tween inducer and centrifugal impeller) of the inducer through 
a 500 mm long clear suction pipe allowed us to map the incep
tion and the evolution of the different forms of cavitation ap
pearing upstream of the inducer. Similar studies have been made 
by Acosta (1992) and Tsujimoto (1995). The plane a/S is 
explored using two different methods, first, the flowrate is re
duced at constant a and then a is lowered at constant flowrate 
coefficient. 

Pressure fluctuations in suction and discharge pipes associ
ated with cavitation figures upstream of the inducer were stud
ied. The suction pressure transducer is located 2 m upstream of 
the inducer. The discharge pressure transducer is located 1 m 
downstream of the centrifugal impeller. The plane a/S was 
investigated at 120 regularly distributed operating points (0.02 
< o- < 0.12 and 0.090 < 5 < 0.340). IVIore details about the 
measurement procedure are presented in the reference (Off
tinger et al., 1997). 
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Table 1 Inducer characteristics 

induo«f.««ntrtfugal pump 

suction tank 
diMhargatank 
vaeuum pump 
vatvaa 

Fig. 1 Test loop 

Rotation speed 
Number of blades 
Schockless flow coefficient at tip 
Suction specific speed 
Hub to tip ratio at inlet 
Hub to tip ratio at outlet 
Best efficiency flow coefficient 
Radial clearance 
Sweep angle 

Blade thickness/chord 
Solidity 
Stagger angle relative 
Inlet blade angle to axial 
Outlet blade angle direction 

2960 rpm 
3 
0.384 
456.45 
rjr, = 0.354 
r,,/r, = 0.393 
0.31 
0.001 Ir, - 0.0044r, 
7.92° 

Tip 

0.0118 
1.6 

80.35° 
81.88° 
76.71° 

Hub 

0.0412 
1.77 

61.51° 
71.71° 
50.71° 

Variations of available NPSH are carried out by adjusting 
the pressure above the free surface of the water in the suction 
tank (C). The minimum available NPSH coefficient that can 
be reached is about 0.019. Compressed air is injected into the 
suction tank, in order to increase the pressure for non cavitating 
performance measurements. 

The temperature of the water is measured with a mercury 
thermometer in the suction tank. 

Steady state pressures are measured using Rosemount 
1151DP differential pressure transducers whose maximum 
ranges are 20.10' Pa (head), 7.10' Pa and 37.10^ Pa (five holes 
probe measurements). The pressure at the inlet of the inducer 
(for the calculation of NPSH) is measured using a Rosemount 
1151AP absolute pressure transducer whose maximum range 
is 187.10^ Pa. These Rosemount transducers keep their own 
calibration in memory and the accuracy is from 0.1 to 0.2 per
cent of the measurement range, this being superior or equal to 
5 of the maximum range calibrated. 

Measurements of pressure fluctuations in the suction and dis
charge pipes are carried out with ENTRAN EPX piezoresistive 
transducers whose pass band is 13 kHz. These unsteady pressure 
transducers are placed in inserts (Fig. 4) to avoid positioning 
problems and to protect them from cavitation bubbles. The mea
surement range of the suction and discharge transducers are 1 
bar and 7 bars, respectively, with measurement uncertainties of 
± 1 percent and ±0.7 percent of these ranges. The cut-off fre
quency due to the cavity of the inserts is 1100 Hz, which is much 
higher than the frequencies of cavitation aspects associated with 
massive flow instabilities in the suction/discharge piping. The 
maximum ampUfication factor corresponding to the maximum 
frequency 160 Hz is 1.0004. To avoid zero drift with tempera
ture, a static calibration of the transducers is carried out every 
three measurements. 

Estimation of experimental uncertainties are: head coefficient 
(// ± 0.0003, efficiency r] ± 0.01, flow coefficient 8 ± 0.004, 
undimensional NPSH a ± 0.0001, undimensional peak to peak 
amplitude of suction pressure p., ± 0.0013, undimensional peak 
to peak amplitude of discharge pressure pa ± 0.0065. 

Experimental Results 
Performance Curves. The noncavitating performance 

curves of the combination inducer-centrifugal pump are given 
in Fig. 5. The total head curves are the same with and without 
backflow control over a wide range of flow rates. At flow rates 
below 40 percent of design flow, the head is increased by the 
devices and consequently the inflection in the curve is strongly 
attenuated. This increase is higher with the pierced ring. The 
devices induce a rise in shaft power and therefore a decrease 
in efficiency which reaches at most 2 percent with the cavity 
and 3 percent with the pierced ring, near and above the best 
efficiency flow rate. At low flow rates, the efficiency remains 
unchanged because of the simultaneous increase of total head 
and shaft power. 

The curves of NPSH required at 3 percent head loss (full 
pump) are presented in Fig. 6. The presence of the cavity leads 
to improved operation of the combination inducer-centrifugal 
pump under cavitating conditions. For flow rate coefficients 
from 0.09 to 0.23, air leak into the tank makes impossible to 
sufficiently reduce the pressure in the suction tank down to the 
level needed for producing a pump head drop of 3 percent or 
more. With the pierced ring the vacuum pressure can not be 
lowered as much needed to reach a 3 percent head drop for all 
flow rate coefficients lower than 8 = 0.27. 

Flow Fields at the Inlet and the Outlet of the Inducer. 
Figure 7 presents a comparison for two flowrate coefficients of 
the meridional and the tangential velocities measured at the 
inlet and the outlet of the inducer without a device and with 
the cavity. 

At the design flow coefficient (shockless at the tip), the 
cavity induces at the inlet a slight deficit of flow at the tip 
which is correlated with an increase of the tangential velocity 
component rotating in the same direction as the inducer rotation 
(positive prerotation). At the outlet, the velocity field is not 
modified. 

At partial flow coefficient 62, some reverse flow localized at 
the tip appears at the inlet without a device. In connection 

Nomenclature 

C = fluid absolute velocity S = 
U = blade peripheral speed 
P = peak to peak amplitude of pressure S = 

pulsation ^ = 
p = nondimensional peak to peak ampli- ^j = 

tude of pressure pulsation = (j = 
PiiuVg) 

r = radius 

suction specific speed = 
7V(rpm)V(2(OTV.y)/NPSH(m)"'' 
flow coefficient = Q/(U,rj) 
head coefficient = H/(U^/g) 
efficiency 
nondimensional NPSH = 
NPSW (Uf/g) 

Subscripts 
d = discharge 
m = meridional 
s = suction 
t = tip 

u = tangential 
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Fig. 2 Cavity 
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Fig. 3 Pierced ring 
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transducer 

direction of flow 
Fig. 4 Insert and pressure transducer 

with the inlet recirculation, the tangential velocity component 
increases strongly near the tip. With the cavity, as expected, 
the recirculation is moved out of the passage but the prerotation 
region extends across a wider part of the passage. At the outlet, 
recirculation also exists at the tip in both configurations, but 
with the cavity the reverse flow is localized in a very restricted 
part of the passage near the tip. On the outer half of the blade 
height, the tangential velocity component at outlet is reduced 
with the cavity. 
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Fig. 5 Noncavitating overall performance curves of the combination 
inducer-centrifugal pump (experimental uncertainties are /j. ± 0.0003, 
S ± 0.004, r) ± 0.01) 
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Fig. 6 Cavitating performance curves of the combination inducer-
centrifugal pump (experimental uncertainties are tr ± 0.0001) 

Map of Cavitation. A visualization study of cavitation has 
been made in both configurations presented in this paper. The 
maps of cavitation obtained without a device and with the cavity 
are presented in Figs. 8 and 9, respectively. The curves of NPSH 
required at 3 percent head loss have been plotted under these 
maps for comparison. There is no fundamental difference of 
the cavitation maps between these two configurations but the 
volume of vapor visible in the clear pipe is lower with the 
cavity. 

When the flowrate is reduced for a fixed NPSH, it is possible 
to observe successively, blade cavitation then backflow cavita
tion. The shroud is not transparent, thus the blade cavitation is 
only visible at the leading edge of the blades on the suction 
side. The backflow cavitation appears near the outer radius of 
the inducer inlet, then develops going upstream in the form of 
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(c) Partial flow rate 62 = 0.645 81 without device (d) Partial flow rate 82 = 0.645 61 with cavity 

Fig. 7 Meridional velocity Cm and tangential velocity C„ at inducer inlet/outlet 

backflowing cones (Fig. 10) (one cone for each vane) and 
pulsation of cavitation length takes place. At lower flowrates 
the vapor contracts towards the inner radii and forms a fluctuat
ing vapor core at the center of the pipe (Fig. 11). With the 
cavity this vapor core becomes steady at very low flow coeffi
cients. 

The inception of cavitation surge (massive low frequency 
flow oscillations) can be observed very clearly when the NPSH 
is reduced at constant flowrate. This inception line is marked 
out by solid circles in Figs. 8 and 9. For flow coefficients upper 
than 6 = 0.25, a stable super cavitating flow takes place at very 
low NPSH. 

Visualizations allowed us to differentiate in the plane a/6 
certain domains characterized by different forms of cavitation. 

First, a zone A of steady flow where only blade cavitation 
can be seen, then domains B and C where backflow cavitation 
develops and begins to pulsate, then a region D where a pulsat
ing vapor core is present at the center of the suction pipe, and 
lastly, domains E and F of backflow cavitation surge and blade 
cavitation surge. 

With the pierced ring no quantitative map can be drawn 
because the backflow cavitation is trapped in the area of the 
suction pipe covered by the device for all flow coefficients 
greater than 6 = 0.12. At very low flowrates backflow cavitation 
exits from the pierced ring going upstream but no vapor core 
forms at the center of the pipe. The very significant attenuation 
of the cavitation due to the pierced ring can be seen in Figs. 
12 and 13, which show the flow upstream of the inducer for 
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Fig. 8 Map of cavitation without device 
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Fig. 9 Map of cavitation with the cavity 
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Fig. 10 Backf lowing cones without device Fig. 13 S = 0.09 tr = 0.0258 with the pierced ring 

Fig. 11 Vapor core at the center of the pipe without device 

Fig. 12 S = 0.09 a- = 0.0258 without device 

the same critical operating conditions (very low flow coefficient 
and very low NPSH) without a device and with the pierced 
ring, respectively. 

Pressure Pulsations in Pipes. Pressure pulsations in suc
tion and discharge pipes have been measured in order to quan
tify part load instabilities associated with cavitation forms in 
each configuration. The nondimensional peak to peak amplitude 
of each signal has been plotted, resulting in contour plots of 
amplitude levels for the suction (Fig. 14.1) and discharge (Fig. 
14.11) signals in each configuration. The domains of cavitation 
identified with the visualizations have been drawn over the maps 
in the configurations without a device and with the cavity. 

Figure 14.1(fl) shows that for the shrouded inducer, peak to 
peak amplitudes of suction pressure pulsations p, are moderate 

in domains B and C and very high in the region E of the 
backflow cavitation surge. 

The cavity induces (Fig. 14.I(Z>)) a softening of p, in all the 
tested operating conditions and particularly the elimination in 
domain E of the highest peak to peak amplitude without device 
(red spot). Moderate pulsations remain in region C at low flow 
coefficients. With the pierced ring (Fig. 14.1(c)) p, is weak all 
across the plane a/6. 

An important reduction of pressure pulsations in the suction 
pipe is obtained with the two devices and particularly with the 
pierced ring. 

(I) suction p. 

0.00 0.04 0.08 012 

(H) discharge pd 

o.bs o.'i4 o.*!: 0.^ o.te 0.^ 

(c) pierced ring 

0,01 0.12 0.23 034 

Fig. 14 Peak to peak amplitudes of pressure pulsations (experimental 
uncertainties areps ± 0.0013 p„ ± 0.0065) 
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Fig. 15 Suction pressure amplitudes in tliree different frequency ranges (vertical scale 1 cm ' 0.0356) 

For the shrouded inducer, peak to peak amplitudes of dis
charge pressure pulsations p^ (Fig. 14.11(a)) are weak except 
in the region of low a and low flowrate coefficients. In the 
domain E, backflow cavitation surge induces pressure pulsations 
at the suction as well as at the discharge of the pump and 
therefore the values of pa are high. 

The cavity (Fig. 14.11(b)) and the pierced ring (Fig. 
14.11(c)) strongly attenuate the discharge pressure pulsations 
for almost all operating conditions. 

As a general rule, the frequency spectra of suction pressure 
signals show three peaks in three different frequency ranges: 
low frequencies Fi included within 0 and 20 Hz, medium fre
quencies F2 = 20 to 70 Hz and high frequencies F^ = 70 to 
160 Hz (rotational speed = 2960 rpm, 3 vanes). 

Figure 15 shows amplitude level maps of the three peaks in 
the three configurations, pointing out the areas of the plane a/ 
6 where each frequency range is present. 

Thus, for the shrouded inducer, in domain B of the inception 
of backflow recirculation, moderate pressure pulsations take 
place at low and high frequencies simultaneously. In domain 
C, pulsations of backflow recirculation also generate moderate 
pressure pulsations at low and high frequencies. The backflow 
cavitation surge leads to very high amplitudes of pressure pulsa
tions only at low frequency. High and moderate frequency com
ponents are present simultaneously in the frequency spectra of 
domain F. 

With the cavity, the softening of pressure pulsations applies 
for all frequency ranges. A peak of low frequency still emerges 
in the frequency spectra at low NPSH. The hump in the map 
of F2 amplitude obtained without a device at low NPSH and 
high flow coefficients does not exist any longer, while this 
frequency range predominates for the low flow coefficients and 
high NPSH. 

With the pierced ring, only a small region of pressure pulsa
tion with moderate amplitude persists. In this area two fre
quency ranges are found, as in the case of domain F without a 

device. At high CT, pulsations show high frequencies and weak 
amplitudes. 

Conclusion 
The use of a backflow recirculator is a solution for controlling 

backflow at the inlet of an inducer which is responsible for cavita
tion surge. Two devices of simple geometry placed in front of a 
three bladed shrouded inducer have been tested. The result of these 
tests indicate that stable operation is achieved at nearly aU NPSH 
and flow conditions. This is accomplished with marginal adverse 
effect in pump performance in terms of head and efficiency. 

The cavity removes the backflow out of the passage at least 
for flow coefficients greater than 0.249 (corresponding to 0.645 
times design flow coefficient). This device attenuates pressure 
pulsations especially in the case of cavitation surge, but cavita
tion figures observed without a device still exist. 

With the pierced ring, backflow cavitation is trapped in the 
device for almost all operating conditions, resulting in very 
small pressure pulsations amplitudes. The backflow does only 
develop at very low flow coefficients and extends upstream, 
but both the volume of vapor and also the pressure pulsations 
amplitudes are low. 
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A Design Method for High-Speed 
Propulsor Blades 
This study uses a nonlinear optimization method coupled with a vortex lattice cavitat-
ing propeller analysis method to design efficient propeller blades. Different con
straints are imposed to improve propeller design. Several advancements in the method 
are shown, including the option for quadratic skew, u.<!er specified skew distribution, 
and a constraint limiting the minimum pressure in wetted regions of the blade. Results 
for a series of fully wetted runs demonstrate the effectiveness of the constraint on 
minimum pressure in preventing the onset of bubble or mid-chord cavitation. A 
comparison of a design in uniform inflow with a design in non-axisymmetric inflow 
indicates that a propeller designed by the present method in non-axisymmetric inflow 
has more favorable cavitating flow characteristics than a propeller design assuming 
uniform inflow. Results are also shown for a series of runs utilizing the cavity con
straints. These results indicate that the present method can be used to improve on 
propeller designs by imposing constraints on the cavity area and cavity volume 
velocity harmonics, as well as by using a quadratic skew distribution. 

Introduction 
High-speed propulsor blades' for ocean vehicle applications 

must deal with the trade-off of high efficiencies of propulsion 
with controlled amounts of cavitation. The least desirable types 
of cavitation are bubble and cloud cavitation. These types of 
cavitation are undesirable because they involve a rapid forma
tion and collapse of cavities that can lead to erosion of the 
propeller blade. Traditional design methods first determine the 
optimum circulation distribution in the circumferentially aver
aged inflow (Coney, 1989) and then use an inverse method 
to design the blade that produces that circulation distribution 
(Kerwin, 1973 and Kerwin, 1994). These designs are then ana
lyzed in the actual nonaxisymmetric inflow and adjusted in a 
trial-and-error manner until the design criteria and the con
straints on cavity size and induced hull pressures are satisfied. 

A nonlinear optimization method was recently developed by 
Mishima (1996) and IVIishima and Kinnas (1997) for the design 
of cavitating propeller blades subject to non-axisymmetric in
flows. References on the subject of optimization as applied to 
propeller design may be found in Mishima and Kinnas (1997), 
while a complete review of current methods for the optimization 
of lifting surfaces is given by Sparenberg (1995). This method 
is implemented in a computer code known as CAVOPT-3D, 
which stands for CAVitating blade OPTimization-3D. The 
method determines the geometry of the blade by minimizing 
the required horsepower for given required thrust and certain 
design constraints. These constraints include upper bounds on 
the extent of the cavity, the amount of face cavitation, the linear 
skew, and the cavity velocity harmonics (which are directly 
related to the propeller induced pressure fluctuations on the 
ship's hull). The result of the method is an optimum cavitating 
propeller design. 

The following study uses CAVOPT-3D along with current 
advancements to design cavitating propeller blades with differ
ent design conditions and constraints. The resulting propeller 
designs are compared to each other. 

There are several current advancements to the method. First, 
the method allows the propeller blade to have a quadratic skew 
distribution. Previously, the only options were for no skew or 

' Conventional, super-cavitating, or surface-piercing. 
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a linear skew distribution. Second, the initial guess for the opti
mization has been improved by allowing the user to choose the 
skew distribution for the initial geometry. There are two options 
for assigning the initial skew. The user can give as input the 
initial skew distribution or have a zero initial skew assigned by 
the method. Also new to the method is the option for prescribed 
skew during the optimization process. Finally, a constraint lim
iting the minimum pressure in noncavitating areas of the blade 
is implemented. This constraint is intended to avoid regions on 
the blade which could be susceptible to mid-chord or bubble 
cavitation. 

The Optimization Method 

CAVOPT-3D is a design method that produces the most 
efficient cavitating propeller design for a given set of design 
conditions and constraints. The method couples a cavitating 
propeller analysis method in non-axisymmetric inflow (HPUF-
3AL) (Lee, 1979; Kerwin, 1986; Kinnas and Pyo, 1997) with 
a nonlinear optimization scheme (Mishima, 1996 and Mishima 
and Kinnas, 1997). The propeller analysis method models the 
three-dimensional unsteady cavitating flow around a propeller 
by representing the blade as a discrete vortex and source lattice 
which is located on the blade mean camber surface. The method 
employs a non-linear leading edge correction and trailing wake 
alignment. The time dependent cavity extent is determined by 
requiring the pressure everywhere on the cavity to be equal to 
vapor pressure and the cavity height (thus volume) is deter
mined by integrating the cavity source distribution over the 
cavity surface. The analysis method and the optimization 
method have been thoroughly numerically validated by Mis
hima and Kinnas (1997). Several comparisons with experi
ments have been used for the validation of the analysis method, 
including comparisons of thrust and torque coefficients (Kinnas 
and Pyo, 1997) and comparisons of cavity patterns (Choi and 
Kinnas, 1997). 

The method describes the propeller geometry with a cubic 
B-spline polygon net. A design variable vector containing the 
coordinates of the B-spline vertices defines the polygon net. 
Traditional geometry definitions require the radial distributions 
of pitch, rake, skew, chord, maximum thickness, maximum 
camber, and chord-wise distributions of camber and thickness. 
For the numerical optimization scheme, the B-spline representa
tion has advantages over the traditional propeller geometry for
mat. The B-spline representation is helpful because it reduces 
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the computation time by allowing the propeller geometry to be 
defined with fewer parameters than the traditional method. 

CAV0PT-3D users must specify the design conditions for 
their target propeller. These conditions include: 

• advance coefficient (J^) 
• cavitation number (a„) 
• Froude number (F„) 
• number of blades (Z) 
• hub radius (?•«) 
• required thrust coefficient (KjJ 

The optimization method minimizes the torque for a given 
value of thrust. This problem is defined as follows: 

minimize / ( x ) = KQ{X) 

with h(x) = = 0 
KT 

(1) 

where KQ{X) is the torque coefficient, Krix) is the thrust coef
ficient, KT^ is the required thrust coefficient, and x is the design 
variable vector defining the blade geometry. Thus, the objective 
function, fix), represents the torque, and the equality con
straint, h(x) = 0, is given in terms of thrust. The objective 
function is to be minimized in the presence of the equality 
constraint and the inequality constraints g; (x) s 0. The program 
user has the choice of imposing several inequality constraints 
in CAV0PT-3D. The available inequality constraints are de
fined as follows: 

CA s CAMAX 

FA ^ FAMAX 

SK < SKMAX 

VV s VVMAX (2) 

The values on the left-hand side of Eqs. (2) are the instanta
neous values for a particular iteration. The right-hand side of 
the constraint represents the limit to the value on the left-hand 
side. The limits are specified by the program user. The cavity 
area constraints CAMAX and FAMAX, respectively, represent 
the maximum allowable back and face cavity area to blade area 
ratios. VVMAX is the maximum allowable blade rate cavity 

volume velocity harmonics, nondimensionalized on nR^. 
SKMAX is the maximum allowable skew at the tip. 

Recent Improvements 

One-Variable Quadratic Skew in CAV0PT-3D. A new op
tion is introduced in CAVOPT-3D which uses a quadratic skew 
distribution during optimization. A blade with this type of skew 
distribution has forward skew at the inner radii and backward 
skew at the outer radii. These types of skew are very common 
in recent propeller designs. For the quadratic skew option, the 
user inputs the skew at the tip as well as a parameter RFOR, 
which is the radius at which the skew reaches a maximum 
forward value. RFOR is not only used to control the location 
of forward skew, but it can be adjusted so that a desired forward 
skew angle is attained. Using skew as a function of radius and 
radius squared, and setting the derivative of skew with respect 
to radius equal to zero at RFOR, the quadratic skew distribution 
is given by: 

9{r) = 
SK(r - r„)^ 

(1 - r „ ) ^ - 2 ( R F O R - r „ ) ( l - r„) 

SK[RFOR -r„](r- Vu) 

(1 - r „ ) ^ - 2 ( R F 0 R - r „ ) ( l - r„) 
(3) 

Where SK is the skew at the tip, r^ is the hub radius over blade 
radius, r is radial distance over blade radius, and d{r) is the 
skew. The parameters used for the determination of the qua
dratic skew are shown in Fig. 1. 

Improving Initial Geometry. CAVOPT-3D is an optimi
zation routine that begins with a certain propeller geometry, and 
then optimizes this initial geometry based on the user imposed 
constraints. In the original version of CAV0PT-3D, the initial 
geometry is arbitrarily chosen to be a blade with no skew, no 
rake, a constant pitch, and a standard camber distribution. In 
the present version, the user has the option of specifying the 
skew distribution for the initial geometry. The user also has the 
option of using that specified skew distribution at each iteration 
of the optimization process, rather than allowing the code to 
optimize the skew. This is useful in cases where the propeller 
designers know what kind of skew distribution they would like 

N o m e n c l a t u r e 

Cp = pressure coefficient, C,, = (p -
p,hafl)/pn^D^ 

D = propeller diameter 
F„ = Froude number, F„ = (n^D/g) 
f„ = maximum camber in a chord-

wise strip 
/ ( x ) = objective function for the mini

mization problem 
gi {x) = ith inequality constraint for the 

minimization problem 
h{x) = equality constraint for the mini

mization problem 
g = acceleration of gravity 
7s = advance coefficient based on 

ship speed, J = (VJnD) 
KT = thrust coefficient, KT = (T/ 

pn^D") 
KQ = torque coefficient, KQ = (Q/ 

pn^D') 
n = number of propeller revolutions 

per second 

Psiiaft -

Pv--
r -

rn--
R-

RFOR = 
t„--

T--
Vr-
Z 

r 
p 
V 

p 
On 

e 
e{r) 

= pressure at propeller shaft 
= vapor pressure 
= radius of point on propeller//? 
= propeller hub radius//? 
= propeller radius 
= radius of forward skew/i? 
= maximum blade thickness in a 

chord-wise strip 
= propeller thrust 
= ship speed 
= number of blades 
= circulation 
= fluid density 
= propeller efficiency, rj = (JJ 

27:)(KT/Kg) 
= density of water 
= cavitation number based on 

RPS n, a„ = {p,haf, - pJ 
O.Spn^D^) 

= blade angle 
= skew at radius r 

CA 

FA 

SK 
VV 

DPV 
CPMIN 

CAMAX 

FAMAX 

SKMAX 

VVMAX 

PTOL 

maximum back cavity area/ 
Blade area 
maximum face cavity area/ 
Blade area 

• skew at tip 
• blade rate cavity volume ve
locity harmonics/w/f-' 
(T„/2. - CPMIN 
maximum - C,, value over 
wetted portion of blade 
allowable maximum back 
cavity area/Blade area 

• allowable maximum face 
cavity area/Blade area 

• allowable maximum skew at 
the tip 

: allowable maximum blade 
rate cavity volume velocity 
harmonics/n/?^ 

• allowable tolerance between 
DPV and zero 
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Mid-Chord Line 

Table 1 Span-wise distribution of tJD 

RFOR \ \ e(r) 

Fig. 1 Quadratic sicew parameters 

the propeller to have. In this case, the method will optimize the 
blade geometry at the specified slcew. 

Minimum Pressure Constraint. In CAVOPT-3D the cavi
tation number and pressure coefficient are defined by Eq. (4) 
and Eq. (5), respectively. 

»•„ = 
Pshaft Pv 

O.Spn^D^ 

C.= 
P - Pshaft 

(5) 

Rearranging and combining these equations with/? = p„ leads 
to: 

-C„ = ^ (6) 

Equation (6) describes the point of cavitation inception. In 
other words, cavitation occurs when -Cp a crJ2. When this is 
true, the pressure drops below vapor pressure and cavitation 
will occur. 

Using this relation, the pressure on the propeller blade can 
be examined to determine exactly where cavitation occurs. Cur
rently, HPUF-3AL only detects cavities that begin at the leading 
edge of the propeller. Sometimes, however, the pressure on the 
blade may drop below vapor pressure somewhere towards the 
middle of the blade chord. This type of cavitation, which can 
be interpreted as bubble or mid-chord cavitation, is not detected 
by HPUF-3AL. 

A constraint has been implemented to limit the pressure on 
certain parts of the blade so that it will not drop below vapor 

Quantities Involved with CPMIN Constraint 

Fig. 2 Minimum pressure constraint 
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r/R 
tJD 
r/R 
tJD 

0.20 
0.0450 
0.70 

.0128 

0.30 
0.0370 
0.80 

.0087 

0.40 
0.0297 
0.90 
.0054 

0.50 
0.0232 
0.95 

.0041 

0.60 
0.0176 
1.00 
.0030 

pressure plus a tolerance. This tolerance allows for uncertainties 
in the pressure evaluation and/or cavitation inception. The areas 
of the blade on which this constraint is applied include all points 
downstream of leading edge cavitation on the suction side. More 
specifically, for a fully wetted propeller, the whole blade is 
searched for the minimum pressure point. On the other hand, 
for a blade with regions of partial cavitation, only the areas not 
covered by the cavity are searched. The constraint is defined as 
follows: 

PTOL < DPV (7) 

where DPV = CT„/2 - CPMIN and CPMIN is the maximum 
value of -Cp over the considered portion of the blade. The 
constraint is illustrated in Fig. 2. 

The current model only handles the dynamics of sheet cavita
tion. However, bubble cavitation (which often occurs when the 
pressure drops below vapor pressure at mid-blade (Briancon-
MarjoUet et al., 1990) can be avoided by simply applying the 
minimum pressure constraint. 

(4) Results 
This section presents results for several CAVOPT-3D runs. 

First, results are given for design in uniform inflow, and then 
results for design in non-axisymmetric inflow are shown. Each 
CAVOPT-3D run took approximately seven hours of CPU time 
on an Alpha 600(5/266). For all runs, the thickness distribution 
of the blade is given by structural constraints. A NACA 66 
thickness distribution is used in the chord-wise direction and 
the span-wise distribution of maximum thickness to diameter 
ratio is given in Table 1. This thickness distribution is the same 
as the one used in Mishima (1996). The values are held constant 
throughout the optimization process. 

Design in Uniform Inflow. This section compares the re
sults for propeller designs in uniform inflow. Several runs were 
performed for the same set of design conditions, with different 
tolerances for the minimum pressure constraint. The design con
ditions for these runs are as follows: 

7, = 1.0, CT„ = 2.5, F„ = 5.0, Z = 3, r„ = 0.2, 

and Kr = 0.15. 

The only constraint imposed on these three runs is the con
straint on minimum pressure. For each run, this constraint is 
applied differently. Run UNI is an unconstrained case with a 
constant given chord distribution. It is the same as the fully 
wetted propeller design presented in Mishima (1996). Mishima 
and Kinnas (1997) showed that the results of this CAVOPT-
3D design agree well with those obtained from the PBD-10 
design method (Greeley and Kerwin, 1982). Runs UN2 and 
UN3 have PTOL values of 0.020 and 0.200 respectively. The 
constraint and resulting values of Kr, KQ, and 77 are given in 
Table 2. At this point it should be noted that the method of 

Table 2 PTOL values and resulting KT, 
CAVOPT-3D runs in uniform inflow 

KQ, and 17 

CAVOPT-3D Propellers in Uniform Inflow 

Run PTOL 

UNI Not Imposed 
UN2 0.020 
UN3 0.200 

K-j-

0.1499 
0.1500 
0.1500 

KQ 

0.0298 
0.0299 
0.0300 

for three 

•n 

0.7993 
0.7989 
0.7947 
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Results for Runs UN1, UN2, and UN3 

P/D 

"y^\^ 
0.25 0.5 0.75 

r/R 

0.1 

0,08 

0.08 

0,04 

0,02 

0 

F f o / c 

fe;i=s=g=|^55^ 

).25 0.5 0.75 1 

Fig. 3 P/D, fo/c,c/D, and circulation distribution for the three CAVOPT-
3D runs in uniform inflow 

Greeley and Kerwin (1982) indirectly applies a similar criterion 
on the pressure distribution on each section of the blade by 
employing the "cavitation bucket diagrams" (Brockett, 1966). 
The main difference between the present method with previous 
methods consists of the fact that the present method applies a 
minimum pressure constraint based on the 3-D unsteady pres
sure distribution as opposed to the pressure distributions in
ferred from 2-D charts in a stripwise fashion. 

The resulting performance characteristics for these three runs 
are all very similar. The efficiency of Run UNI and UN2 are 
practically identical, and that of Run UN3 only differs by half of 
a percent. The near identical performance of the three propellers 
indicates they should also have a very similar circulation distri
bution, as shown in Fig. 3. Also shown in this figure are the 
pitch, camber, and chord distributions for the three designs. The 
pitch distribution for the three cases is similar up to r/R of 
0.85. Beyond this point towards the tip, the three cases have 
differing values of P/D. This difference may come from the fact 
that the outer span-wise strip is not considered in the minimum 
pressure constraint. The camber shows a decreasing trend in 
the outer half of the blade as the constraint becomes stricter. 
The general trend of c/D in the outer half of the blade is an 
increasing c/D as stricter limits on minimum pressures are im
posed. This is also reflected by the slight decrease in the effi
ciency due to the increase of frictional losses. A frictional coef
ficient C/ = 0.004 has been applied (only on the wetted surface 
of the blade) in all of the runs presented in this paper. 

For Runs UN2 and UN3 the minimum pressure constraint is 
applied. It is expected that the pressure distributions for these 
designs will fall below the margin that defines the occurrence 
of cavitation (see Fig. 2) . As discussed previously, cavitation 
will occur when the value of -Cp rises above a„/2. Figure 4 
shows the chord-wise distribution of the pressure coefficient for 
several different span-wise strips. For clarity, only the four 
strips closest to the tip are shown. The rest of the strips exhibit 
pressure distributions which are lower than those at the outer 
strips. These are the strips located at r/R values of 0.94, 0.85, 
0.77, and 0.68. 

Cavitation is expected when the value of — C,, rises above 
the horizontal line representing aJ2. The value of PTOL in the 
minimum pressure constraint is the tolerance within which - Cp 
can approach the horizontal line from below. Notice that the 

outermost strip is always in violation of the constraint. In this 
study, the outermost strip is excluded from consideration in 
determining the point of minimum pressure. The outermost strip 
is excluded in the constraint to avoid an over-restrictive con
straint in the vicinity of the tip, where tip vortex cavitation often 
occurs. 

With no constraint imposed, Run UNI has several strips with 
pressures that indicate mid-chord cavitation. No cavitation is 
detected in this case because the pressure at the leading edge 
is below vapor pressure, and HPUF-3AL only detects leading 
edge cavitation. It is clear from the pressure distribution for this 
propeller (Fig. 4) that the blade should be cavitating. 

Runs UN2 and UN3 both have pressure coefficient distribu
tions that lie completely below the a„/2 horizontal line for the 
considered span-wise strips. In fact, they both come within their 
respective values of PTOL to the cavitation line. This provides 
a verification of the accurate implementation of the imposed 
minimum pressure constraint. 

Runs UN2 and UN3 show the effectiveness of the constraint 
on minimum pressure. The pressure distributions for these two 
runs show that the blades are free of mid-chord cavitation for 
r/R values less than 0.94. 

Design in Non-Axisymmetric Inflow. The following study 
compares the results from several CAVOPT-3D runs. The runs 
were all performed for the same set of design conditions. The 
design conditions chosen are the same as those used in Mishima 
(1996). These conditions are as follows: 

y, = 1.2, a„ = 2.5, F„ = 5.0, Z = 3, r„ = 0.2, 

and KT = 0.2. 

The non-axisymmetric inflow wake used with CAVOPT-3D 
has only an axial component of velocity. This is the same inflow 
wake used in Mishima (1996). The axial velocity distribution 
for this inflow is shown in Fig. 5. It should be noted that the 
circumferentially averaged inflow of that shown in Fig. 5 hap
pens to be uniform in this case. However, the conclusions to 
be drawn in the rest of this paper are also applicable in the case 
the averaged inflow varies in the radial direction. 

U 
/ " / 

r 
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Fig. 4 Pressures for the three CAV0PT-3D runs with uniform inflow 
(suction side only) 
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Fig. 5 Non-axisymmetric inflow velocity field used in CAV0PT-3D runs 

Design in Uniform Inflow Versus Design in Non-Axisymme-
tric Inflow. This section compares results for two CAVOPT-
3D runs. One is a design in uniform inflow that is subsequently 
analyzed by HPUF-3AL in a non-axisymmetric flow field. The 
geometry and performance of this propeller are compared with 
the geometry and performance of a propeller designed by 
CAVOPT-3D in nonaxisymmetric flow. The purpose of this 
comparison is to show differences between CAV0PT-3D de
sign in non-axisymmetric inflow and a design method that only 
considers the propeller in uniform inflow. These comparisons 
are shown in Figs. 6 and 7. 

The left side of Fig. 7 represents the nonaxisymmetric inflow 
performance of a propeller designed only for uniform inflow. 
The right portion of the figure shows the performance of a 
propeller optimized for non-axisymmetric inflow. The two pro
peller designs have nearly identical values of efficiency. The 
propellers also have comparable geometries. More specifically, 
the PID, f„lc, and cID distributions shown in Fig. 6 have 
similar trends, but they also have subtle differences. These geo
metric variations lead to differences in cavity volume and cavity 
volume velocity. CAV0PT-3D in non-axisymmetric inflow was 
able to reduce the cavity volume and cavity volume velocity 
by significant amounts. 

Note that the value of Kr of the design in uniform inflow 
(when analyzed in non-axisymmetric inflow) is smaller than 
the required value, due to the presence of of supercavitation, 
as opposed to the design in non-axisymmetric inflow which 
satisfies the thrust requirement automatically. In the case of the 

Designed In Non-Uniform inflow 
Designed In Uniform Inflow 

Design by CAV0PT-3D 
In Unifonn Inflow 

Design by CAV0PT-3D 
In Non-Uniform Inflow 

K.> 0,200 
KJ, - 0.04B6 
- - 0.7B63 

CavVol-0.00529 
CVVaO.OISB 

O.0O6O 

0.0040 

Cavity 
Volume 

Fig. 6 Blade geometry comparison for propellers designed In uniform 
and non-axisymmetric inflow 

Fig. 7 Cavity characteristic comparison for propellers designed in uni
form and non-axisymmetric inflow 

design in uniform inflow the initial requirements must be ad
justed to guarantee the required thrust in non-axisymmetric in
flow. 

Design With Cavity and Skew Constraints. The purpose of 
this study is to demonstrate how the different design constraints 
in CAVOPT-3D can be used to design propellers with favorable 
characteristics. The constraints CAMAX, SKMAX, VVMAX, 
and FAMAX are used in this study. The back cavity area and 
volume velocity constraints are both used to limit the effects 
of cavity volume velocity induced hull pressures. Restrictions 
on the cavity area limit VV indirectly by decreasing the cavity 
volume. The skew constraint and the option for fixed skew 
allow for a favorable skew distribution to be reached. Quadratic 
skew distributions are favorable because they decrease the ef
fects of unsteady forces while allowing for more of a balance 
between backward and forward skew which leads to blades with 
better structural behavior (Parsons and Greenblatt, 1978). The 
face cavitation constraint is used to limit or completely avoid 
face cavitation. 

Table 3 lists the constraints imposed as well as the resulting 
propeller characteristics for the CAVOPT-3D runs considered 
in this section. 

Run 0 is identical to a run performed in Mishima (1996). 
This is an unconstrained run, which means there are no con
straints on the area of cavitation or the cavity volume velocity 
harmonics. This run also has no skew optimization with a value 
of zero assigned to the skew. Run 0 can be considered a good 
starting point for this study. CAV0PT-3D is used in an attempt 
to get propeller designs that perform better than Run 0. This 
improved performance is achieved in the characteristics of cav
ity area, cavity volume velocity harmonics, and skew distribu
tion. 

Runs 1-5 are similar in that they all use a quadratic skew 
distribution. Runs 2, 4, and 5 have optimized quadratic skew 
with a radius of forward skew RFOR = 0.4. This means that 
the location of forward skew is fixed during the optimization. 
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Table 3 Results from a series of CAVOPT-3D runs (MCV is maximum cavity volume, MCA is maximum cavity area, 
and Angle is the blade rotation angle (from the vertical) at maximum cavity volume) 

Run 

0 
1 
2 
3 
4 
5 
6 

Run 

0 
1 
2 
3 
4 
5 
6 

Kj 

0.2000 
0.2000 
0,1999 
0,2000 
0.1999 
0.2000 
0.1999 

CAMAX 

— 

0.3 
0.3 
0.3 
0.3 
— 

Ka 

0.0492 
0.0486 
0.0486 
0.0488 
0.0486 
0.0487 
0.0486 

CAV0PT-3D Constraints 

Skew 

Fixed 
SKMAX = 45 
Fixed 
SKMAX = 45 
SKMAX = 45 
Fixed 

CAVOPT-3D Results 

T] VV 

Q.lllX 0.0160 
0.7863 0.0158 
0.7863 0.0132 
0.7827 0.0105 
0.7859 0.0109 
0.7846 0.0094 
0,7861 0.0179 

VVMAX 

— 

— 
0.0106 
0.0106 
0.0090 

— 

MCV 

0.00527 
0.00529 
0.00450 
0.00368 
0.00363 
0.00301 
0.00604 

MCA 

0.5600 
0.5745 
0.3002 
0.2987 
0.3000 
0.2999 
0.5450 

FAMAX 

— 

— 
— 
— 
— 
0 

Angle 

24 
42 
42 
36 
42 
42 
42 

but the skew pattern is allowed to be optimized. Runs 1 and 3 
use the fixed skew option^ with a quadratic skew distribution. 
This skew distribution, shown in Table 4, is taken from the 
final propeller design of Run 4. Runs 2 and 5 resulted in skew 
distributions similar to that of Run 4, with maximum skews of 
37.5 and 37.65 deg, respectively. Runs 1-5 are arranged in 
order of decreasing maximum cavity volume (MCV). 

Figure 8 shows CAVOPT-3D results for Runs 2, 4, and 5. 
The propeller geometry is given as well as the circulation distri
bution, cavity volume, and cavity plan-forms. The information 
is given for the final geometry from the optimization process 
for each run. 

Runs 2, 4, and 5 are all being constrained by CAMAX = 
0.3. This results in all of them having a cavity area of 30 percent 
of the blade area. Run 2 has no restriction on the cavity volume 
velocity harmonics, while Run 4 has VVMAX = 0.0106 and 
Run 5 has VVMAX = 0.0090. The result of the volume velocity 
restriction in the case of Run 4 is a decreased cavity volume and 
thus, a decreased value for the cavity volume velocity harmonics 
compared with Run 2. With an even tighter restriction on the 
volume velocity harmonics, Run 5 results in an even smaller 
cavity volume and volume velocity. 

The center plot of Fig. 8 shows cavity volume with blade 
rotation angle. It is clear that Run 2 has the largest cavity 
volume, while Run 5 has the smallest cavity volume of the 
three. Also note that the maximum volume for each case occurs 
at the same blade rotation angle of 42 deg. The decreasing 
cavity volume from Run 2 to 5 is also visible in the cavity plan-
forms. Recalling that all of the cases have the same cavity area, 
the decrease in cavity volume is evident in the decrease in cavity 
thickness at the tip of the blades. As expected, the circulation 
distributions (in steady non-cavitating flow) for Runs 2, 4, and 
5 are nearly identical. 

^ Constant skew throughout the optimization process. 

Table 4 Span-wise distribution of skew (in degrees) used 
in the fixed skew cases (also the final skew distribution of 
Run 4) 

rlR 
9(r) 
rlR 

m 

0.22 
-0.96 

0.64 
2.00 

0.31 
-3.90 

0.73 
7.95 

0.39 
-5,11 

0.81 
15,72 

0,47 
-4,53 

0,89 
25,51 

0.56 
-2.16 

0.98 
37.56 

The fixed skew option can be helpful in cases where 
CAVOPT-3D does not converge to an optimum geometry. Runs 
1 and 3 both use the fixed skew option. These two runs were 
first attempted without the fixed skew option. Run 4 is the 
successful Run 3 attempt with optimized skew. Run 1, however, 
was not successful when attempted with optimized skew. Figure 
9 shows the convergence history with number of analysis runs, 
cavity plan-forms, and blade geometry results for Runs 1 and 
3. 

Face Cavitation 

Face cavitation is always a concern in cavitating propeller 
design. Large amounts of face cavitation can limit the perfor
mance of a propeller. All designs in this paper were analyzed 
with HPUF-3AL. The three designs in uniform inflow showed 
no face cavitation. Negligible amounts of face cavitation were 

Results for Runs 2 , 4 , and 5 

Fig. 8 Propeller geomett7, circulation distribution (in steady noncavitat-
ing flow), cavity volumes, and cavity plan-forms with maximum cavity 
volume for Runs 2, 4, and 5 
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detected for the propellers designed by Runs 0 -5 in the design 
in non-axisymmetric inflow section. The area of face cavita
tion was less than one percent of the blade area for these runs. 
This cavitation was so small that it did not have any effect 
on the propeller performance. CAV0PT-3D can be used to 
eliminate face cavitation by setting the constraint FAMAX 
equal to zero. Run 6 uses the same conditions and constraints 
as Run 1 with the addition of a zero face cavitation constraint. 
The resulting propeller from Run 6 has KT, KQ, and T} values 
that are practically identical to those from Run 1. The two 
propellers also have practically identical geometries, as shown 
in Fig. 10. Run 6 resulted in slightly higher values of maxi
mum cavity volume and cavity volume velocity. Maximum 
cavity volume and cavity volume velocity can be reduced by 
combining the face cavity area constraint with the cavity vol
ume velocity constraint. Fig. 10 Blade geometry comparison for propeller designs produced by 

Run 1 and Run 6 

Conclusions and Future Work 
The results of this study indicate that the present method is 

a useful tool for the design of cavitating propellers. It is shown 
that the method has an advantage over design methods which 
only consider the circumferentially averaged inflow. By design
ing propellers in non-axisymmetric inflows, the method pro
duces propellers with more favorable cavitation characteristics, 
such as smaller cavity volume and volume velocity. By impos
ing constraints on cavity area and cavity volume velocity har
monics, the user can systematically improve the performance 
of designed propellers. This improved performance is in the 
cavity characteristics such as cavity volume velocity and cavity 
extent. For example, the cavity volume velocity constraint can 
be used to improve on a propeller design by producing a propel
ler with a similar efficiency, but lower cavity volume velocity, 
i.e., smaller pressure fluctuations on the ship hull. It is also 
demonstrated that the designer can use the quadratic skew and 
user specified skew option to design propellers with more favor
able characteristics. The constraint on minimum pressure is veri
fied and it is established as an effective tool in preventing the 
onset of mid-chord or bubble cavitation. 

Future work should focus on improvements on the initial 
geometry in the optimization process. This would include the 
option for the user to specify all aspects of the initial geometry. 
This feature is expected to drastically reduce the number of 
required iterations, and therefore CPU time. 

Run 1 No Constraints Fixed Skew 

^ 0 . : y*wY~ 

-o.as 6 0.25 O'B O.̂ B 

Runs CAIUIAX = 0.3 VVMAX = 0.0106 Fixed Skew 

lU 

°0.4 

0 

pri 
i"" 

Fig. 9 CAV0PT-3D results for Vne fix6d skew runs 
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A Numerical Methodology to 
Predict Exhaust Plumes of 
Propulsion Nozzles 
A simple methodology to simulate the mixing layers that occur between nozzle exhaust 
jet and the external air is proposed. The method is based on a simplified model of 
the plume, that replaces the mixing layer with a contact discontinuity surface, thus 
avoiding the cumbersome calculation of the turbulent mixing of two flows with differ
ent chemical composition. The contact discontinuity is numerically treated by an 
advanced fitting technique, capable of tracking the discontinuity by points floating 
over the computational grid. The numerical method is discussed and its capability 
is demonstrated with validation tests, as well as with a discussion of some practical 
applications for underexpanded nozzle flows. 

Introduction 
The design of engines for future launchers and satellites relies 

on the analysis of any factor affecting their performances. One 
of these factors Is the development of advanced technologies for 
nozzles, that also requires the capability to perform numerical 
analyses of the relevant flowfields. In particular, the prediction 
of nozzle exhaust plumes has been the goal of a large number 
of studies during the last thirty years, because of its practical 
implications (Sutton, 1992). 

The parameters of interest in the plume behavior, as well as 
the approach of the study, depend on the class of engine consid
ered, and on its working environment. For instance, nozzle ex
haust plumes of engines working in rarefied atmosphere have 
been widely analyzed in recent studies, mainly because of the 
implications on spatial rendezvous and to evaluate the effects 
of possible impingements of the plume on the satellite surface. 
In these cases numerical methods typical for rarefied gas solu
tions have been exploited (Rochelle et al., 1995, Lumpkin et 
al., 1995). 

In the present study, engines working in a continuous medium 
are considered. Many studies have been performed to simulate 
the exhaust plumes of these nozzles. They span from the pioneer 
one-dimensional methods (Latvala and Anderson, 1958), to the 
more recent three-dimensional advanced solutions, based on 
multi-zonal approach and adaptive grids (Wang, 1993, Williams 
et al., 1993, Cumber et al., 1995). Nevertheless, despite the 
progress achieved in the computer power, the design methods 
are often burdened by the time-consuming numerical solutions, 
performed to have a knowledge of the flow behavior. Therefore, 
studies are still necessary to introduce more effective ap
proaches, able to circumvent the tremendous request of compu
tational time that the common methodologies require. 

In particular, strong gradients take place at the interface be
tween plume and external free-stream, due to the large differ
ences of entropy and velocity of the two flows. They lead to 
the formation of vortical structures with different flow scales, 
and eventually to the occurrence of a turbulent mixing layer. 
Moreover, the two streams feature different thermodynamic 
characteristics and flow properties that make nonequilibrium 
models necessary to describe adequately the mixing process. 
Therefore, the numerical solution of the region of the jet inter
faces requires a clustering of computational points, able to ap-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING , Manuscript received by the Fluids Engineering Division 
January 19,1997; revised manuscript received March 13, 1998. Associate Techni
cal Editor; M. N. Dhaubhadel. 

predate the smallest scales of the local vortices, and the use of 
adaptive grids, changing in time to follow the time evolution 
of the mixing region. 

In cases where the study of the plume behavior is devoted 
to the prediction of their noise or pollution, the analysis is 
focused on the behavior of the mixing layer more than on the 
main flow. Numerical methods that solve accurately this layer 
are necessary, and no simplification in the description of the 
region can be acceptably introduced. 

On the contrary, if the interest is on other aspects, like the 
interaction with other components of the vehicle or the predic
tion of the performances of advanced engines, the analysis is 
focused on the main exhaust jet more than on the thickness and 
stabihty of its boundary. In these cases, the detailed solution of 
the mixing layer is not mandatory and simplifications in the 
treatment of the region can be introduced. For instance, in many 
practical applications the use of pioneer methods based on one-
dimensional approaches is often still indicated as one of the 
most convenient solutions (Bigert, 1993, Nash et al., 1994). 

The aim of this paper is to present a simple methodology 
to simulate nozzle exhaust plumes of engines working in a 
continuous medium, and to compute efficiently the correspond
ing steady-state solution of the flowfleld. The methodology is 
based on the replacement of the mixing layer of the plume 
boundary by a contact discontinuity, and on the solution of the 
flowfield by a technique capable to fit and track such flow 
discontinuity. Of course, such a simulation of the plume bound
ary will not allow the growth of the mixing layer, which will 
always maintain its zero-thickness, and will be described by its 
average values. In the following, the simplified model of the 
plume and the numerical methodology are illustrated, and then 
the validation tests performed to demonstrate its capability are 
reported. 

The Simplified Model of the Plume Boundary 
A typical configuration of exhaust plume and external flow 

for an underexpanded nozzle is shown in Fig. 1 (a) . It is worth 
noticing that in the region of mixing layer a dramatic change 
of entropy and velocity occurs, and the numerical solution re
quires the use of grid meshes of the order of magnitude of the 
smallest vortices that take place there. Coarser grids would 
provide inaccurate results that could affect the quality of the 
solution also in the surrounding regions. Moreover, since the 
location of the region of the mixing layer is not known a priori, 
cumbersome procedures should be used, based on adaptive grids 
changing during the integration. 
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Mixing Layer 

a) 

Contact Discontinuity 

W 

Fig. 1 Sketch of physical problem (a) and simplified model (b) 

For this reason, solutions based on a simplified flow model 
that does not consider the viscous effects in the mixing layer 
are often used for the analysis. Most of the inviscid simulations 
reported in the literature are based on the integration of the 
Euler equations written in conservative form, which, due to the 
large gradients of the thermodynamic variables, may lead to 
well-known numerical problems (Nasuti, 1996, Broglia et al., 
1997), that are summarized here in three main items: ((') The 
numerical viscosity may open the wake with unphysical behav
iors if the local grid mesh is too large; (n) The spurious produc
tion of entropy can change the behavior of the predicted plume 
shape; (Hi) Possible instabilities of the calculation can be 
avoided by introducing locally a suitable amount of artificial 
viscosity, that can lead to a lowering of the order of accuracy of 
the solution, and eventually to the enhancement of the problems 
indicated in the first two items. 

The tendency to obtain unphysical predictions of the field 
around the mixing layer region is enhanced by the fact that the 
order of magnitude of a typical mesh for Euler calculations is 
the same as the mixing layer thickness for practical nozzle 
applications. 

Therefore, to avoid the above-mentioned effects, a clustering 
of computational points in the region is necessary. Due to the 
consequent burden of computational time, different approaches 
are still used like the method of characteristics for the inviscid 
case (Fox, 1983) or simplifications of the equations in that 
region for the viscous case (Vatsa et al., 1982). 

An alternative method was suggested by Zannetti and Onofri 
(1983 and 1984). It replaces the mixing layer by a contact 
discontinuity that split the two fields with different values of 
entropy (Fig. 1(b)), following a similar idea proposed by Salas 
(1974) with a space-marching approach. This simplified plume 
boundary changes its slope in order to find a matching between 
the local conditions of the two flows. In particular, the pressure 
and the normal component of velocity are continuous across the 
discontinuity, while the tangential component is discontinuous, 
allowing the formation of a slip flow along a separation surface 
between external and internal flows. 

Following this approach, the main features of the phenome
non, i.e., the pressure continuity and the entropy and velocity 
discontinuity across the mixing layer, can be easily represented 
without any need to compute the turbulent mixing process of 
flows with different compositions, and thus avoiding the burden 
due to the clustering of grid points in that region. 

A validation of the method for two-dimensional problems 
was performed by Oggiano et al. (1984) and Zannetti et al. 
(1986). Those results showed an excellent agreement with the 
experimental data measured in the base flow region. 

From a numerical point of view, the difficulty to fit and track 
a contact discontinuity located within the computational field, 
led at that time to a formulation based on the splitting of the 
flowfield in two sub-regions divided by the contact discontinu
ity: the external flow and the plume region. Since the shape of 

the discontinuity changes during the transient evolution of the 
solution, the grids of the two sub-regions must be redefined at 
each iteration step. This is accomplished in the easiest way by 
using nonorthogonal grids, where the radial sizes of the meshes 
are computed by normalization with the distance between the 
external boundary of the flowfield and the discontinuity line. 
As a consequence, possible drawbacks of such technique were 
represented by the need of continually redefining the computa
tional grid, and by the use of nonorthogonal grids, that can be 
less accurate and usually more cumbersome than the orthogonal 
ones, particularly near the wall. 

In the present paper, this simplified model of the plume is 
reproposed for two-dimensional and axisymmetric flows, with 
a different numerical technique that allows circumventing the 
difficulties mentioned above. In fact, the evolutions of the fitting 
technique recently performed by Nasuti and Onofri (1995 and 
1996) allow the fitting and tracking of discontinuities floating 
in the meshes of the computational field. Thus, in this case there 
is no reason to redefine the grid during the integration and every 
kind of grid can be used. 

A tentative profile of the contact discontinuity line is provided 
at the beginning of the integration. Since, in general, it is not 
congruent with the initial flowfield and with its boundary condi
tions, a transient flow takes place, during which the discontinu
ity changes its shape, and thus the fitted points move floating 
in the meshes of the computational grid. At the end of this 
time marching evolution a final configuration is asymptotically 
achieved. 

Details on the main features of this version of the fitting 
technique are reported in Nasuti and Onofri (1996), while the 
fitting and tracking of the jet boundary as a discontinuity line 
are described in the following section. 

The Numerical Method 

The numerical method of solution is based on a fitting tech
nique of the contact discontinuity simulating the plume bound
ary. This procedure is independent of the scheme implemented 
for the solution of the other regions of the flowfield and there
fore can be coupled with any scheme, like the common methods 
of solution of the Euler or Navier-Stokes equations written in 
conservative form. In the present work, the fitting technique 
has been implemented as coupled with a nonconservative for
mulation of the governing equations. It represents the most 
natural coupling because of its structure based on the propaga
tion of signals along the time-dependent characteristic surfaces 
of the Euler equations, as will be clearer in the following. 

The Euler equations are thus solved according to the time 
dependent \ scheme (Moretti, 1987). In this case, the noncon
servative form of the equations is expressed in terms of the 
unknowns speed of sound (a), velocity (v) , and entropy (s). 
The discretization of derivatives is performed by upwind differ
ences, to emphasize the effect of the propagation of signals, 
simulated by signals running along four bicharacteristic lines 
and the streamline direction. The time integration follows a 
two-level explicit scheme, having second-order accuracy, also 
described in detail in Moretti (1987). The coupling between \ 
scheme and fitting procedure yields a good solution of both 
continuous and discontinuous regions of the flowfield, provided 
that all the flow discontinuities are explicitly computed. The 
fitting of the shocks is performed following Nasuti and Onofri 
(1996), whereas the fitting of the jet boundary is described in 
the following. 

The boundary of the plume is modeled as a contact disconti
nuity (CD). The fitting of the CD is performed in a way similar 
to the floating shock-fitting, but with the proper differences. In 
particular, the CD-points are defined as the intersections be
tween the actual position of the discontinuity and the computa
tional grid (Fig. 2); all of the information about these points 
is stored at random in specific arrays. 
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Fig. 2 Contact discontinuity points: O = x - CD, • = / - CD. (a) CD 
crossing both families of grid lines; (b) grid-aligned CD. 

The solution of these equations is then used to update 
the values of the flow variables in the mesh nodes brack
eting the CD-point, like nodes P and Q for the CD-point 
5 in Fig. 2{b). A more complex procedure is used to 
update nodes close to both an x-CD and a >'-CD, like the 
node Q in Fig. 2 (a) : the values coming from the two 
CD-points (5 and 3 in the example) are weighted in a 
new one with a criterion based on the angle between the 
CD and the coordinate line. In order to give more rele
vance to points lying on the coordinate closer to the 
direction n, this weight is defined as 

W = | n - i | , for an.«-CD, 

W = | n - j | , fora>'-CD 

where i and j are the unit vectors of the x and y axis 
directions, respectively, defined in Fig. 2. 
The CD-point is displaced according to its velocity W. 
In particular, following the definitions of Fig. 2, and 
indicating with Af the time step, an jc-CD moves a length 
A.V 

Each mesh node is marked to identify easily if a CD-point 
is located in its neighborhood. This control is needed to avoid 
differentiation across the CD in the solution of the continuous 
region of the flowfield. Then, after the flow variables in the 
continuous region have been computed, the CD is updated as 
follows: 

1. For each CD-point the local slope of the CD is computed 
by connecting the CD-point with its upstream neighbour 
CD-point. For example, if the flow in Fig. 2 comes from 
the left, the local slope in the CD-point 5 is obtained as 
the slope of the line 4 - 5 for the configuration shown in 
Fig. 2(a) , and of the line 1-5 for cases similar to Fig. 
2{b). 

2. The jump relations are enforced between the two sides 
of each CD-point. In particular, for each side it is possible 
to find suitable variables, whose values can be assumed 
as known. These variables are related to the signals prop
agating along and toward the discontinuity and are: the 
velocity components parallel to the CD, the entropy val
ues on both sides of the CD, and one Riemann variable 
for each side of the CD. To write the jump relations, the 
following symbols are introduced: u and 0 for the compo
nents of the velocity vector v along the directions n and 
T of Fig. 2; a for the speed of sound; s for the entropy; 
p for the pressure; W for the local velocity of the CD in 
the direction n; R' for the Riemann variable propagating 
with velocity u + a; /?2 for the Riemann variable propa
gating with velocity u — a; y for the gas ratio of specific 
heats; the subscripts ( )A and ()a denote the two sides of 
the CD. The jump relations are then written as a system 
of five equations in the unknowns UA, QB, UA,UB, and W: 

Ax 
cos 9 

(6) 

PAiciAy SA) = Psias, Sg) 

(pressure continuity across the CD) 

aA = w 

UB = W 

(no mass flow across the CD) 

UA 1 UA (I<I)A 

y - 1 
2 
: OB + UB = (RDB 

(1) 

(2) 

(3) 

(4) 

(5) 
y - 1 

(Riemann variable definition) 

The displacement of a.y-CD is analogous. Care is needed 
when a CD-point in its movement passes over a mesh 
node. In this case, the value of the variables at that node 
is replaced by the values on the side of the CD that lies 
between the new position of the CD-point and the node. 
A different procedure is needed when two CD-points, an 
x-CD and a y-CD, pass over the same mesh node. For 
example 5 and 3 pass over Q in Fig. 2(a). The values 
in the mesh node Q traversed by the pair of CD-points 
are updated with the CD values, which are taken as the 
mean values of the two CD-points, weighted by the above 
defined W. Nevertheless, since the displacement Ax is 
obtained from (6) dividing by cos 0, numerical inaccura
cies may occur when the CD is almost parallel to one 
coordinate line. Because of such inaccuracies, it may 
happen that only one of the two shock-points passes over 
Q. In this case, the movement of the CD-point having 
greater W is assumed as correct, while the other CD-
point is removed. 

4. A new CD-point is introduced to connect two CD-points, 
whenever they have their intermediate point missing, be
cause of the extension of the CD or for some numerical 
inaccuracy like the one mentioned in the above item. 
Such a situation is easily detected by considering that 
each CD-point (C) must have two neighboring points, 
except at the boundaries of the flowfield. If one of these 
is missing, a new CD-point is introduced by looking for 
a CD-point in a larger neighborhood and then fitting the 
intersection with each coordinate line of the straight line 
connecting C with the neighboring CD-point found. 

In the above procedure to fit the CD that simulates the jet 
boundary the following assumptions have been made: 

• The CD-points are assigned as initial condition of the 
plume boundary in the flowfield, located in arbitrary posi
tion. 

• The CD line is fastened at the nozzle lip, where the solu
tion is computed locally by solving the theoretical two-
dimensional analogy of the Riemann problem between 
two parallel different streams. 

• No detection is performed during the integration to fit new 
CD-points, except for the new connecting points added 
as described in item 4; that allows the extension of the 
discontinuity line from its initial length. 
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Fig. 3 IMach number contour lines, shock-points ( • ) and CD-points (O) 
for a sonic jet expanding in still air with the ratio Pj/Pa = 12 

Fig. 5 Characteristic lengths for a jet exhausting from a sonic orifice 

• The initial CD line can extend, as above stated, but cannot 
fork, neither break up in separated pieces. 

• Limiters for the slope of the CD line are enforced, in 
order to avoid the formation of curls with small radius of 
curvature, too complicated to be handled by this approach. 
This artifice has been introduced to overcome possible 
instabilities occurring during the numerical transient. In 
practice, the position of a CD-point cannot be farther than 
a threshold value from the line connecting its neighboring 
CD-points. 

• The CD-points moving in locations outside the computa
tional field are removed. 

Summarizing, each time iteration of the computation is car
ried out according to the following steps: 

1) Integration of the equations all over the mesh nodes 
(here performed by the X-scheme). 

2) 

2{b) 

2(c) 

2{d) 

2{e) 

3) 

Fitting and tracking of the shocks. 
2(a) Detection of the formation of new shocks. 

Calculation of the local slope of the shocks, by 
connecting the neighboring points detected. 
Enforcement of the Rankine-Hugoniot relations 
between the two sides of each shock-point, to 
update the variables in the high-pressure side and 
the velocity of propagation of the shock-front. 
Displacement of the shock-points, according to 
the velocity of propagation of the shock-front. 
Introduction of connecting shock-points when
ever, for some reason, two neighboring points 
have their intermediate point missing. 

Fitting and tracking of the CD. 
3 (fl) Calculation of the local slope of the CD, by con

necting the neighboring points detected. 
Enforcement of the jump relations between the 
two sides of each CD-point, to update the vari
ables on both sides of the CD and the velocity 
of propagation of the CD front. 
Displacement of the CD-points, according to the 
velocity of propagation of the CD front. 
Introduction of connecting CD-points whenever, 
for the extension of the CD or for some numerical 

Hb) 

3(c) 

Ud) 

Grid1 
Grid 2 
Grids 
Grid 4 

inaccuracy, two neighboring points have their in
termediate point missing. 

It is worth stressing that here emphasis is given also to step 
2), which is not mandatory, but it has been used for the present 
computations. In fact, the model of the jet boundary could be 
used also coupled with other approaches for the integration of 
the equations not based on shock-fitting but on widespread 
shock-capturing procedures. In this case, only steps 1) and 3) 
will be carried out and step 3) will avoid the clustering of grid 
points otherwise needed in the region of the jet boundary. 

The computation starts with an initial tentative shape of the 
plume boundary, which is given by the solution of the two-
dimensional analogy of the Riemann problem: depending on 
the pressure ratio between jet and ambient, and on the features 
of the external flow, different situations can occur, that will be 
described in the next section. 

Results 
The model has been validated by comparisons with semi-

analytical and experimental data concerning axisymmetric free 
jets exhausting from sonic or supersonic nozzles into still air 
or supersonic air streams. Ambient pressure and external stream 
Mach number are indicated with p„ and M„ respectively, 
whereas pj and My indicate pressure and Mach number at the 
exit of the nozzle. The exhaust gas is air, with 7 = 1.4. 

The first test case is a sonic nozzle with exhaust jet in still 
air (Ma = 0) , considered for different pressure ratios pjlp„. The 
typical structure of the flowfield of an underexpanded nozzle 
exhaust jet, is shown by the Mach number isocontours for the 
expansion ratio Pjlpa = 12 (Fig. 3), computed over a grid of 
6000 cells in about 30 minutes on a IBM/Rise 6000 machine. 
In Fig. 3 the fitted discontinuity points are superimposed to the 
flowfield contour lines as 115 shock-points ( • ) and 148 CD-
points (O) . At the nozzle lip the flow expands up to the external 
pressure, by a centered expansion fan. Downstream, there is a 
further expansion due to both the axisymmetric effect of a di
verging flow and to the reflection on the symmetry axis of the 
expansion waves coming from the nozzle lip. To match the 

Fig. 4 Position of the jet boundary computed over different grids for a Fig. 6 Prediction of the nondimensionalized primary wavelength as 
sonic jet expanding in still air with the ratio Pilpa = 6 function of the jet pressure ratio 
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Fig. 7 Prediction of tlie nondimensionaiized location of tfie Macii dlsl( 
as function of the jet pressure ratio 

constant ambient pressure, the boundary of the jet bends and 
forms a bow, generating the compression waves necessary to 
compensate the expansion effect. These compression waves 
eventually coalesce to form an oblique shock. Its Mach reflec
tion on the axis generates a Mach disk and, finally, the reflected 
shock-branch impinges again on the boundary, which suddenly 
bends upwards yielding a centered expansion fan. The same 
process occurs in the subsequent ' 'periods'' of the boundary, 
having the well-known chain-like structure of a gaseous jet 
exhausting supersonically into still air. 

The analysis of the accuracy of the technique has been per
formed by comparing the solutions computed over the following 
four grids: 

Grid 1 

30 X 12 

Grid 2 

60 X 24 

Grid 3 

90 X 36 

Grid 4 

120 X 48 

The results show that a good prediction of the jet boundary is 
obtained with a small number of grid points. Figure 4 shows 
the behavior of the jet boundary. 

In order to compare different jets and experimental data, 
some typical characteristic lengths are displayed in the sketch 
of Fig. 5. They are: ( 0 the primary wavelength w, that is the 
length of the first periodic segment of the free jet; (») the 
distance d from the plane of the jet exit, measured along the 
jet axis, to the Mach disk; and {Hi) the diameter S of the Mach 
disk. 

Based on the experimental study reported in Love et al. 
(1959), the numerical results obtained for the characteristic 
lengths of the jet of air exhausting from a sonic orifice into still 
air are compared with data. Four jets have been computed, 
having the following pressure ratios p/p„: 2, 6, 12, 16. Figure 
6 shows the behavior of the primary wavelength w, nondimen
sionaiized with the nozzle exit diameter dj. The agreement be
tween data and the present results is good. Also the behavior 
of the distance / of the Mach disk from the nozzle exit, nondi
mensionaiized with the nozzle exit diameter dj, shows good 
agreement between numerics and experiments (Fig. 7) . It is 
worth noticing the absence of the point relevant to the numerical 
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Fig. 8 Prediction of the nondimensionaiized diameter of the Mach disk 
as function of the jet pressure ratio 
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Fig. 9 Mach number contour lines, shocl(-polnts (•) and CD-points (O) 
for a My - 1.8 jet expanding in a supersonic stream (M, = 2) with the 
ratio pj/Pa = 8 

simulation at pj/p„ = 2. Indeed, since in this case the shock 
waves are quite weak, they are correctly computed as compres
sion waves, spreading in a space interval rather than in a well-
determined location. Finally, Fig. 8 displays the behavior of the 
diameter of the Mach disk S, nondimensionaiized with the noz
zle exit diameter dj. It shows that 5 is a more difficult parameter 
to predict, especially for lower values of pj/p„ characterized by 
corresponding smaller Mach disk diameter and lower shock 
intensity. 

As an example of a case with external supersonic stream 
instead of quiescent air, the following test has been computed. 
A different two-dimensional analogy of the Riemann problem 
occurs at the nozzle lip, with two discontinuities, a shock and 
a CD, and an expansion fan. The flow structure obtained for 
the case of an underexpanded jet (Pj/pa = 8) exhausting at 
Mach Mj =1 .8 from a duct in a supersonic stream characterized 
by Ma = 2, is displayed in Fig. 9 by Mach number isocontours 
and flow discontinuities. From the enlargement of the picture 
of the nozzle lip region, the capability of the method to handle 
general cases of external supersonic stream with both underex
panded and overexpanded jets can be appreciated. In fact, the 
above case describes equivalently under- and over-expanded 
jets. In particular, before axisymmetric effects become im
portant, the nozzle lip region shown in Fig. 9 also represents 
the overexpanded case (pj/p,, = 0.125), with the exhaust jet in 
the upper region (Mj = 2) and the external flow in the lower 
region (M„ = 1.8). 

Another series of tests concerns the implementation of the 
present method to solve jets exhausting from actual nozzles. 
These tests are interesting also because of the availability of 
results obtained by the method of characteristics. In fact, the 
comparison provides an assessment of the quality and precision 
of the numerical solution. 

Fig. 10 Computational grid for a conical nozzle exhausting in still air 
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A conically divergent nozzle has been considered, having 
semi-divergence angle 6j = 15 deg, and exit Mach number Mj 
= 2.5, and exhausting in still air with a jet pressure ratio Pj/pa 
= 17. The exhaust gas is again air and the chamber to ambient 
pressure ratio is Pc/pa = 1401. The calculation has been per
formed on the orthogonal grid, based on two sub-grids, shown 
in Fig. 10. The upper sub-grid has 70 X 120 cells, while the 
lower has 90 X 16. 

Figure 11 shows the numerical solution obtained in terms 
of Mach number contour lines. The flowfield is character
ized by an expanding plume and by an oblique jet shock 
that appears near the plume boundary, almost parallel to it. 
The contact discontinuity points that simulate the plume 
boundary, and the fitted shock-points, are denoted by 
squares and circles, respectively. Superimposed are also 
shown, with dark squares and circles, the results by Love 
and Lee (1958), who used the classical method of character
istics and computed also the jet shock. The comparison 
shows a good agreement. 

As a final test to show the capability of the method to 
solve complicated flowfields, a strong interaction between 
shock and jet boundary has been considered (Fig. 12). A 
primary nozzle exhausts its jet over an axisymmetric plug, 
whose shape produces compression waves rapidly coalesc
ing in a shock which interacts with the jet boundary. Due 
to this interaction the CD bends abruptly outwards. The 
operation of such a nozzle is of course clearly undesirable, 
due to the recompression occurring over the plug surface; 
nevertheless it has been reported here as an example show
ing the ability of the method in dealing with abrupt changes 
in the jet boundary profile. 

Conclusions 

A simplified model that replaces the mixing layer at the 
boundary of nozzle exhaust plumes as a flow discontinuity has 
been reproposed and implemented in a numerical method based 
on the fitting of discontinuities. Following this approach, it is 
possible to avoid the complex calculation of the turbulent mix
ing of flows with different thermodynamic characteristics, while 
the main features of the flow behavior across the mixing layer 
can be correctly accounted for. The analysis of the flowfields 
computed for different nozzles and pressure ratios, demonstrates 
the capability of the method. Indeed, the results yield a good 
reproduction of theoretical and experimental data. 

The possibility to implement the proposed method coupled 
with different schemes for the computation of the flowfield, 
indicates that it can be a useful tool to save computational time 

Mach 

6,4 

S,6 

4,8 

4,0 

3,2 

2,4 

1,6 

-^ 0,8 

0,0 

Fig. 11 Conical nozzle exhausting in still air: numerical solution for Mach 
number contour lines, shock-points (O) and CD-points (D), compared 
with the prediction of shock-points ( • ) and jet boundary ( • ) of Love and 
Lee(1958) 

Fig. 12 Example of plug nozzle with a strong shock-jet boundary inter
action. Mach number contour lines, shock-points ( • ) and CD-points (O). 

when the details of the mixing process at the boundary of the 
jet are not of interest. 

The method is currently being exploited for the analysis of 
plug nozzle flowfields in the framework of the Future European 
Space Transportation Investigations Programme (FESTIP) of 
the European Space Agency. 
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Three-Dimensional Blade 
Boundary Layer and 
Endwall Flow Development in 
the Nozzle Passage of a 
Single Stage Turbine 
The three-dimensional viscous flow field development in the nozzle passage of an 
axial flow turbine stage was measured using a "x" hot-wire probe. The measurements 
were carried out at two axial stations on the endwall and vane surfaces and at 
several spanwise and pitchwise locations. Static pressure measurements and flow 
visualization, using a fluorescent oil technique, were also performed to obtain the 
location of transition and the endwall limiting streamlines. The boundary layers on 
the vane surface were found to be very thin and mostly laminar, except on the suction 
surface downstream of 70 percent axial chord. Strong radial pressure gradient, 
especially close to the suction surface, induces strong radial flow velocities in the 
trailing edge regions of the blade. On the endwalls, the boundary layers were much 
thicker, especially near the suction corner of the casing surface, caused by the 
secondary flow. The secondary flow region near the suction surface-casing corner 
indicated the presence of the passage vortex detached from the vane surface. The 
boundary layer code accurately predicts the three-dimensional boundary layers on 
both vane surfaces and endwall in the regions where the influence of the secondary 
flow is small. 

Introduction 
The dominant viscous effects in the nozzle passage are due 

to horseshoe vortex near the leading edge of end walls; second
ary flow and passage vortex near endwalls; and three-dimen
sional blade and wall boundary layers due to transverse pressure 
gradient and three-dimensional blade geometry. These viscous 
effects and trailing edge base pressure loss account for all the 
losses and inefficiency in subsonic nozzles. A detailed under
standing of the viscous effects is a prelude to design of more 
efficient turbine stages and improved cooling techniques. 

The development of secondary flow and passage vortex is 
not very well understood in realistic blade configurations, since 
the majority of the data have been acquired in rectilinear cas
cades (e.g., Sieverding, 1985; Gregory-Smith, 1988). Joslyn 
and Dring (1990), Zeschky and Gallus (1993), and Zaccaria 
and Lakshminarayana (1995) have obtained detailed measure
ments at the exit of the nozzle/stator, but no measurements 
were obtained inside the passage or in the viscous regions. 
The presence of radial pressure gradient in an annular nozzle 
influences the roll up and transport of secondary flow and pas
sage vortex. The three-dimensional boundary layers present on 
both walls and vanes are also caused by the transverse pressure 
gradient. The three-dimensional boundary layers also arise due 
to the three-dimensional shape of the surface, or due to the 
interaction of wall and vane boundary layers. These three-di
mensional viscous layers cause transport of momentum and 
energy in transverse directions producing appreciable spanwise 
and pitchwise mixing, resulting in three-dimensional flow and 
losses in these passages. 

Contributed by the Fluids lingineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
February 15, 1996; revised manuscript received Febmary 24, 1998, Associate 
Technical Editor: Wing Ng. 

The data on turbine vane and blade cascade boundary layers 
are scarce. Baramert and Sandstede (1980) measured boundary 
layer profiles on smooth and rough surfaces of a turbine blade 
cascade. The boundary layer thickness increased uniformly 
along the suction surface, but on the pressure surface the bound
ary layer thickness started to decrease at 50 percent chord due 
to the presence of favorable pressure gradient. Hodson (1983) 
observed that the periodic unsteadiness due to upstream nozzle 
on the rotor blade boundary layers influence the transition and 
boundary layer development. This unsteadiness also contributed 
to an increase in the profile losses. The flow was found to be 
fully laminar along the pressure surface and the transition from 
laminar to turbulent flow occurred at 78 percent of the chord. 
Mee et al. (1992) performed detailed measurements on a tran
sonic turbine cascade with a turning angle of 111 degrees and 
the inlet Mach number was 0.31. The measured velocity profiles 
indicate a thin unsteady separation bubble occurring on the 
suction surface close to the location where the favorable pres
sure gradient ends. 

The major objective of this research is to understand the 
characteristics of three-dimensional viscous layers on nozzle 
vane, casing, and hub endwall surfaces of the nozzle passage 
in a single-stage axial flow turbine. These investigations should 
lead to improvements in vane design, efficiency, and cooling 
methods. The objectives include the following: {a) Investigate 
the nature of nozzle vane passage boundary layer and endwall 
secondary flow development, including transition, laminar and 
turbulent flow regions, and variation of the boundary layer inte
gral properties along the blade and endwall surfaces; {b) investi
gate the interaction between the secondary flow regions and the 
three-dimensional boundary layers on vanes; (c) predict the 
boundary layer characteristics using three-dimensional bound
ary layer procedure and assess the ability of these procedures 
to predict the viscous flow field accurately. 
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Table 1 Vane, blade, and performance parameters 

Hub to tip ratio: 
Tip radius: 
Blade height: 
Nozzle—Number of blades: 

—Chord: (tip) 
—Spacing (tip) 
—Max. thickness: (tip) 
—Turning angle: 

Rotor efficiency design: r]„, 
Total-to-total isentropic rjr efficiency 

0.7269 
0.4582 m 
0.1229 m 

23 
0.1768 m 
0.1308 m 

38.81 mm 
70° 
0.8815 
0.8930 

Vane (inlet velocity) Re: 
Blade (inlet velocity) Re: 
Ave. tip clearance: 
Rotor—number of blades: 

—Chord: (tip) 
—Spacing: (tip) 
—Max. thickness: (tip) 
—Turning angle: 
—Hub loading coefficient: 'if 
—Pitchline loading coefficient: * 

(3 ~ 4) X 10' 
(3 ~ 5) X 10' 

0.97 mm 
29 
0.1287 m 
0.1028 m 

22.0 mm 
gS'-tip, 126°hub 
2,63 
1.88 

The investigation reported in this paper is carried out in a 
low speed single stage turbine, with state-of-the art blading. A 
two-sensor, crossed, hot-wire probe is used to obtain detailed 
boundary layer measurements on the vane and in the endwall 
regions. Flow visualization of the transition and limiting stream
lines is performed using the fluorescent oil technique. The 
boundary layer development and characteristics were also inves
tigated by performing a computational simulation using a three-
dimensional boundary layer code. The predicted boundary layer 
and secondary velocity profiles and other properties are com
pared with the experimental data. 

Experimental Facility and Measurement Technique 

The axial flow turbine used in this investigation is an open 
circuit facility. Two downstream axial flow fans provide the 
required pressure rise. Details of the stage, blading, and perfor
mance parameters of the AFTRF are given in Table 1. Details 
of the vane and blading design, the facility, and the inlet flow 
properties can be found in Lakshminarayana et al. (1992). The 
blading was designed by the General Electric Company and is 
representative of modern axial flow turbine (HP). The diameter 
of the facility is 91.4 cm, the hub to tip ratio is 0.73. The stator 
has 23 nozzle guidevanes followed by 29 rotor blades, with 
outlet guidevanes located 3 rotor chords downstream of the 
turbine stage. The nozzle geometry is shown in Fig. 1. One of 
the unique capabilities of the facility is the provision for the 
variation of the nozzle-rotor spacing from 20 to 50 percent 
nozzle vane chord. In the present research program, the blade 
row spacing is 20 percent of the nozzle vane chord at mid radius. 
All measurements in the current investigation were performed at 
a corrected speed of 1300 rpm, constant mass flow rate of 10.53 

kg/s, and pressure ratio {PmlPm) of 1.078. The throttle setting 
is kept at a fixed position throughout the experiments. The inlet 
boundary layer thickness was 10 percent of span at the casing 
and 6% of span at the hub. The free-stream turbulence at inlet 
was 1-1.5 percent. 

A two-sensor hot-wire probe was used to determine the in
stantaneous velocity components in two directions simultane
ously. The plane containing " .«" wire was parallel to the vane 
or the wall surface as shown in Fig. 1. On the vane surface, the 
probe is aligned so as to measure V, and K as shown in Fig. 
1. On the endwall surfaces, it is aligned to measure V, and V^. 
The probe was calibrated for flow velocity, angularity, tempera
ture, and wall vicinity effects. 

The calibration is performed in a jet at various temperatures. 
The angular calibration of the crosswire sensor is performed 
using the method developed by Blanco et al. (1993). The cali
bration procedure developed here involves measurement of the 
output voltage of individual sensors for a fixed jet velocity over 
a range of temperatures and applying the derived correction to 
the data (Radeztsky et al., 1993). Additional complexities of 
hot-wire measurements in close proximity to a wall is the in
crease in heat transfer from the sensor to the surface. The probe 
was calibrated for the near-wall effects, and this calibration is 
included in the data processing technique. The data are thus 
corrected for near-wall effect as well as temperature drifts. A 
detailed uncertainty analysis is given in Ristic (1995). The 
sources of error are calibration, spatial error of the sensor, posi
tioning accuracy, wire aging, and temperature effects. A detailed 
analysis of these errors indicates that the uncertainty in velocity 
measurement is ±0.9 percent within the boundary layer. The 
maximum error in flow angle measurement is 1.2 deg. 

Nomenclature 

c„ 
c 
c, 

P,P 

s, c 

= blade static pressure coefficient 
= axial chord 
= axial chord at blade tip 
= axial chord at midspan 
— shape factor. (6*/&s) 
= pressure 

P„ = total pressure 
r = radius measured from facility 

centerline 
Re = Reynolds number 
, n = coordinates in the streamwise, 

crosswise, and normal direc
tion (Fig. 1) 

, n = coordinates in streamwise, ra
dial, and normal directions 
(Fig. 1) 

S = pitchwise distance normalized 
by blade spacing (S = 0.0 suc
tion, 5 = 1.0 pressure surface) 

Tu = turbulence intensity (Eq. (1)) 

C/„ = rotor blade speed at midspan 
u* = friction velocity sirjp) 
V = total or mean velocity 

(/KI + VI + V^or 
+ Vl+ Vl) 

v' 
= axial velocity at inlet 
= velocity fluctuation 
= instantaneous velocity fluctua

tion in the streamwise and cross
wise flow directions 

X = axial distance measured from the 
leading edge 

y^ = nu* I jjb 

a = flow angle measured from axial 
direction 

6 = boundary layer thickness 
5* = displacement thickness in the 

streamwise direction 
©I = momentum thickness in the 

streamwise direction 

(M = molecular viscosity 
p = density 
(p = radial flow angle measured 

from the cylindrical plane 
$ = loading coefficient (Aho/Uj,,) 

Subscript 
edge = conditions at boundary layer 

edge 
h, t = hub and tip 

s = streamwise direction 
s, n, c = streamwise, normal, and 

crossflow components (Fig. 1) 
s, r, n = streamwise, normal and radial 

components (Fig. 1) 
X, r, 6 = axial, radial and tangential 

components 

Superscripts 
' = fluctuations from the mean 
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Pressure Surface (PS) 
S=1.0 

Blade Surface 
Coordinate System 

Wall Surface 
Cooldinate System 

'H==l).0 

H;::1.0 

Fig. 1 Coordinate system and notation used in tlie investigation. Tlie 
orientation of the hot wire probe for a typical pressure surface measure
ment is also shown. 

All measurements were taken with the plane of the sensors 
oriented parallel to the surface (Fig. 1). The data acquired were 
sampled at a 10 kHz sampling frequency with a low pass filter 
set at 9.7 kHz to avoid aliasing from the higher frequencies. 
The data were averaged over a 25.6 s interval to allow accurate 
averaging of the flow properties. The suction surface and casing 
surface boundary layers were measured at xlc^ = 0.85 at 12 
radial and 9 tangential locations, respectively. The pressure sur
face and hub surface boundary layers were measured at xlci„ = 
0.94 at 7 radial and 7 tangential locations, respectively. Only 
representative and typical data are presented and interpreted in 
this paper. For comprehensive data and interpretation, see Ristic 
(1995). 

To determine the limiting streamlines angles and regions of 
laminar, transitional, and turbulent flow on the nozzle vane and 
endwall surfaces, a fluorescent oil technique was used. A thin 
layer of oil remains for a longer period of time on the surface 
in regions of low shear stress (i.e., laminar and transition). 
With the addition of fluorescent compounds, the aviation oil 
would emit light after exposure to ultraviolet (black light fluo
rescent tubes) radiation. A thin layer of oil was deposited on 
the surface, before the experiment, using an atomizer to prevent 
formation of streaks and droplets. After a short run (5-10 min), 
the oil patterns were photographed using standard color film, 
full aperture opening, and an exposure of 30 s. The transition 
on the suction surface occurs in the region xlc„ = 0.7 to 0.8, 
while the pressure surface boundary layer is found to be laminar 
throughout. Hence, the suction surface boundary layer is turbu
lent and the pressure surface boundary layer is laminar in the 
region of measurement. The casing and hub wall boundary lay
ers are turbulent. 

Boundary Layer Code 
In many situations where the viscous layers are thin, the flow 

field can be accurately resolved using a boundary layer code, 
which is one to two orders magnitude more efficient (computa
tionally) than the Navier-Stokes code. Furthermore, large num
bers of grid points can be used to resolve the viscous layers, 
including the near wall region and the skin friction stress. On 
the other hand, the Navier-Stokes procedure is limited by the 
number of grid points that can be used in the viscous layers. 
For example, if the viscous layers (away from the endwall 
regions) are 1 to 5 percent of spacing (as is the case under 
investigation), the number of grid points usually employed in 
this region is limited to very few, which cannot adequately 
resolve the viscous layers and losses. In regions where elliptic 
effects (such as secondary flow and viscous layers in the wall 

regions) are present, the boundary layer approximation is not 
valid; hence, it is better to use a Navier-Stokes code. In the 
present program, a boundsiry layer program is used for the vane 
boundary layers away from the endwalls. 

A boundary layer code is used to predict the viscous layers 
on the vane surfaces and on the end wall surfaces away from 
the secondary flow region. The boundary layer code developed 
by Anderson (1985) is used for the prediction of boundary 
layer properties. This technique includes three separate steps: 
coordinate transformation of the general nonorthogonal surface 
of the nozzle vane; calculate of the boundary layer edge condi
tions from the known static pressure distribution (Zaccaria at 
al., 1996); and a three-dimensional boundary layer analysis to 
predict the boundary layer growth. Approximately 100 grid 
points are used within the boundary layer. The algebraic eddy 
viscosity model due to Cebeci and Smith (1974) is used for 
the turbulence closure, and the transition location is specified 
based on the flow visualization experiment. The computational 
domain included the region from hub-to-tip and zero radial 
velocity is prescribed as edge (hub and annulus wall) condi
tions. The numerical integration of the three-dimensional 
boundary layer equations is based on the first-order forward 
differencing for streamwise spatial derivatives, an upwind 
scheme in the radial direction (to capture flow reversal in radial 
direction) and central differencing in the normal direction. The 
resulting linear algebraic equations are solved by a block tridia-
gonal solver. 

Experimental Results and Discussion 

Blade Suction Surface Boundary Layer (xlCm = 0.85). 
The data were taken at 12 radial stations along the suction 
surface from H = 0.05 to 0.95 (Fig. 1). A tangential .survey 
was accomplished by traversing the probe toward the surface. 
At the moment of contact, an electrical connection was estab
lished and the surface location was recorded. All velocities are 
normalized by the upstream axial velocity Vvi, 5 is the normal
ized vane-to-vane distance with S = 0.0 corresponding to the 
vane suction surface and 5 = 1.0 corresponding to the vane 
pressure surface. The notations used for velocity components 
are shown in Fig. 1. The velocities are decomposed into stream-
wise (V,), normal (V„), and radial (V )̂ components. Near the 
wall V„ is nearly zero; hence, Vj and Vr are measured directly 
by the "x" wire. The total velocity is given hy iV] + V^. 
The total velocity profiles are plotted in Fig. 2, the radial veloc
ity profiles {Vr) are shown in Fig. 3. The velocity profile in 
boundary layer coordinate is shown in Fig. 4 for H = 0.2-0.7, 
the region least influenced by the secondary flow. 
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The measured free-stream total velocity V decreases gradu
ally from a maximum in the hub region to a minimum near the 
casing region due to the presence of the radial pressure gradient 
(Fig. 2) . The flow is inviscid over most of the vane passage 
(if = 0.1 through 0.7) with a very thin boundary layer region 
(2 percent of blade spacing). The calculated inviscid surface 
velocity derived from the measured static pressure distribution 
compares well with the extrapolated hot-wire data in the free 
stream for// = 0.05-0.7 as shown in Fig. 2. Appreciable bound
ary layer growth and deviation from typical vane boundary layer 
profiles occurs in regions close to the endwalls {H > 0.8) and 
this is caused by the secondary flow. These interaction regions 
are near the hub {H < 0.05) and from H = 0.8 to 0.95 near 
the casing. It is interesting to note that the velocities derived 
from the blade pressure distribution and the extrapolated values 
from the hot-wire data tend to deviate. This is due to the fact 
that the boundary layer assumption (normal pressure gradient 
is zero near the wall) is no longer valid. 

The influence of the secondary flow at / / = 0.05 results in a 
large increase in the radial velocity near the surface (same order 
of magnitude as the inlet axial velocity), indicating strong radial 
outward flow along the blade suction surface (Fig. 3). The 
existence of a dip in the measured total velocity profile close 
to the surface (Fig. 2) is an indication of the hub-suction pas
sage vortex. This is also confirmed by a similar feature in the 
radial velocity aiH = 0.05 location. The boundary layer profiles 
are not influenced by the wall from / / = 0.1 to 0.8. Some typical 
profiles are plotted in boundary layer coordinates and compared 
with predictions in Fig. 4. The prediction of both the streamwise 
velocity and cross flow velocity components from the boundary 
layer code (Fig. 4) are in excellent agreement with the data. 
The boundary layer thickness is also predicted accurately. The 
predictions are not good in the secondary flow regions (Ristic, 
1995). 

In the casing suction comer, the data shown in Figs. 2 and 
3 indicate that the passage vortex region extends from H = 0.8 
to the H = 0.95, where the secondary flow, vane, and casing 
boundary layer interaction occurs. The total and axial velocity 
decrease in the region influenced by the secondary flow and 
this is evident from "wake" like profiles observed from S — 
0.02 to 0.10 (Fig. 2). The strongest influence is in the region 
H = 0.8 to 0.95 location as indicated in the next section. The 
location closest to the casing endwall surface (// = 0.95) is 
completely within the viscous layer of the endwall surface (indi
cated by an increase in turbulence intensity discussed later) and 
the profiles are rather well behaved at this radial location. 

The flow inside the suction surface boundary layer is radially 
inward over most of the blade surface, extending from / / = 0.3 

" H= 0.05 0.10 

0 

1 0.825 

0.20 

t 
' 0.85 

0.90 

0.80 

0.70 

0.60 

0.50 

0.10 

0.08 

0.06 

0.04 

0.02 
f. 

* 

, , , . 1 , . . . 

~""~*— 

- 1 i _ rCl^'T^T—:' , ^ 

IQ.O 0.1 0.2 0.0 0.1 0.2 0.0 0.1 0.2 0.0 0.1 0.2 0.0 0.1 0.2 0.0 0.1 0.2 
s s s s s s 

Fig. 3 Measured radial velocity (Vr) on suction surface at xlc„ = 0.85. 
Positive V, is radially outward. 
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Fig. 4 Predicted and measured boundary layer velocity profiles on suc
tion surface at x/c„ = 0.85. Radial (1/r/V.dae) and stream wise (I's/V.dg.) 
velocity profiles away from the endwall surfaces. 

to the tip of the blade (Figs. 3 and 4) , with maxima occurring 
at / / = 0.80 where the maximum radial velocity is of the same 
order as the inlet axial velocity. The result is consistent with the 
flow visualization experiments indicating that the radial pressure 
gradient dominates the flow field along the suction surface at 
the trailing edge location. The three dimensionality in the 
boundary layer is dominant only in the secondary flow region 
located in the casing corner {H = 0.8 to 0.95) and in the hub 
region at / / = 0.05. The boundary layers are representative of 
pressure driven three-dimensional boundary layers over most 
of the blade surface from / / = 0.1 to 0.8. 

The data clearly reveal the effect of interaction between the 
casing boundary layer with the secondary flow. The secondary 
flow region produces a defect in total, axial, and tangential 
velocity resulting in a wake type of velocity profile in the buffer 
region of the boundary layer. The maximum defect in total 
velocity caused by the secondary vortex and flow is found to 
be as high as 20 percent of the free stream velocity, indicating 
the presence of a passage vortex. 

Casing Surface Boundary Layer {xlc„ = 0.85). Bound
ary layer data on the casing surface at x/c„, = 0.85 are shown 
in Figs. 5 and 6. The measurements were performed at nine 
locations across the passage, including the secondary flow re
gion of the suction-casing corner. The total velocity in the invis
cid region increases gradually toward the inner radius due to 
the presence of radial pressure gradient. Comparison between 
the calculated inviscid surface velocity, derived from the vane 
static pressure distribution, and the extrapolated velocities from 
the hot-wire data are in good agreement, especially beyond S 
= 0.439 (Fig. 5). The vane-to-vane pressure gradient is respon
sible for the decrease in the total velocity from the suction 
surface {S = 0.0) to the pressure surface. The total velocity 
profiles from S = 0.065 through 0.219 (the data at S = 0.219 
can be found in Ristic, 1995) again indicate wake-like velocity 
profiles in the secondary flow region caused by the passage 
vortex and the boundary layer interaction. 

The velocity decreases in the vicinity of passage vortex as 
explained earlier. The velocity profiles at 5 = 0.132 and S = 
0.175 indicate the presence of a strong passage vortex. The 
passage or secondary vortex is centered around S = 0.132 and 
H = 0.875, and extends from S = 0.065 to 0.219 (Fig. 5) and 
H = 0.8 to 0.9 (Fig. 2) . The vortex location is characterized 
by velocity defect and step changes in yaw angles (Fig. 6) . 
The presence of two dips in the velocity and angle profiles at 
S = 0.132, one near H = 0.875 and a second one with a smaller 
defect near H = 0.95, indicates the presence of a strong passage 
vortex and sweeping of the end wall boundary layer by second-
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surface at x/c„ = 0.85 (S = 0.0 is on the suction surface) 

ary flow. The interaction of the boundary layer and the second
ary flow combine to produce such an effect. Laser doppler 
measurements (Zaccaria et al., 1996) do not indicate the pres
ence of a horseshoe vortex at x/c„ = 0.56. 

The velocity profiles from the mid passage S = 0.439 to S 
= 0.877 exhibit conventional three-dimensional boundary layer 
characteristics. The boundary layer thickness is largest near the 
suction surface and decreases toward the pressure surface of 
the blade reaching a minimum at S = 0.877. Measurements 
closer to the pressure surface could not be accomplished due 
to accessibility problems. 

The measured yaw angle (a), shown in Fig. 6, increases in 
the near wall region from approximately 62 deg in the free 
stream to a maximum of 72 deg at the S = 0.439 location. The 
increase is due to the turning of the boundary layers toward the 
suction surface caused by the strong transverse pressure gradient 
and the resulting secondary flow. The overturning decreases at 
locations closer to the pressure surface corner. The underturning 
caused by the passage vortex is as much as 6 deg at the S = 
0.132 location. The influence of the passage vortex is dominant 
in the region S = 0.065 to 0.219 with maximum influence 
occurring near S = 0.132. The presence of both the overturning 

? 

£ 

o 
in 
to 

o 
o 

o 

in 

o 
o 

o 
iri 
to 

o 
d 
to 

: S= 0.065 

: S 

3 

^ S= 0.439 
in 

"Û ^̂ ^ 
• : . . 1 1 

0.0B8 

,A 

0.132 

B 

0.175 0.219 

U'w'"^ 

1.0 0.9 0.8 1.0 0.9 0.8 1.0 0.9 0.8 1.0 0.9 0.8 
H H H H 

Fig. 6 Measured flow angle (a) on the casing surface at xlc^ = 0.85 

and the underturning of the flow in the secondary flow region 
indicate the presence of a passage vortex. But, the passage 
vortex has been transported inward. For example, at 5 = 0.132, 
it is located in the region 0.9 > H > 0.825. 

The nature of velocity profiles and flow angles observed in 
the secondary vortex region needs additional interpretation. 
Away from the vortex region, S > 0.439, classical secondary 
flow is observed. The flow is overturned in the boundary layer 
region followed by underturning near the edge of the boundary 
layer. This is consistent with predictions from inviscid second
ary flow theories. In the region S = 0.065 to 0.219, observed 
behavior indicates a very low velocity region (for example near 
/ / = 0.9 at 5 = 0.132) followed by an increase in velocity and 
flow angles on either side of this region (Figs. 5 and 6). Inside 
the vortex core, the axial velocity decreases and the flow angle 
increases. This is evident from Figs. 5 and 6. For example, at 
S = 0.132, the vortex is located at B, the velocity is minimum, 
and the flow angle is maximum (Fig. 6) at this location. The 
edge of the vortex is located at A (top leg) and C (bottom 
leg). Part of the outer leg of the vortex is immersed inside the 
boundary layer as indicated in AB' at j = 0.132 in Figs. 5 and 
6. The velocity increases and the angle decreases in this region 
(from A to S ' ) as in classical secondary flow theory. As the 
core is approached, from 5 ' to S, the angle increases and the 
velocity decreases as indicated earlier. The velocity increases 
and angle decreases (underturning) in the outer leg of vortex 
from 5 to C. Thus the observed distribution is consistent with 
the boundary layer-vortex interaction mechanisms. 

Hub Surface Boundary Layer (jc/c„ = 0.94). Due to 
poor accessibility, measurements near the hub endwall surface 
were restricted to locations from S = 0.416 to 5 = 0.924, which 
are outside the secondary flow region. The measurements at 
xlc„, = 0.94 are shown in Fig. 7. Here again, the inviscid veloc
ity derived from blade pressure is in excellent agreement with 
the measured velocity in the free stream. The measurements 
near the wall reveal the general features of three-dimensional 
boundary layers, with a very thin viscous region compared to 
those on the casing endwall surface. The boundary layer thick
ness decreases as the pressure surface (5 = 1.0) is approached. 
The boundary layer thickness on the hub surface is much lower 
than that on the casing surface (more than 50 percent lower 
outside of the secondary flow region). The measured yaw angle 
(a ) changes rapidly in the near wall region. The overturning 
angle near the hub wall is high in the mid-passage region (as 

aO 

Fig. 7 Measured total velocity (Wl/ , , ) where v = Vvf + v? and measured 
yaw angle (a) on hub surface atx/c„ = 0.94 

574 / Vol. 120, SEPTEMBER 1998 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.146. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



much as 14 deg at 5 = 0.416) due to the high flow turning 
toward the hub-suction surface corner caused by the secondary 
flow. The overturning angle decreases as the pressure surface 
is approached. In general the hub endwall boundary layers are 
much thinner than the casing endwall boundary layers due to 
higher acceleration of the flow at this location. 

Blade Pressure Surface Boundary Layers atjc/c™ = 0.945. 
The measurements were taken at the trailing edge of the blade 
{xlc,„ = 0.945) at seven radial stations on the blade pressure 
surface. The distribution of total and radial velocities are shown 
in Fig. 8. The in viscid surface velocity, based on the surface 
static pressure measurement, agree very well with the extrapo
lated hot-wire data. The boundary layer thickness is nearly con
stant from hub to tip. The measured radial velocity reveals 
inward radial flow inside the boundary layer, which is in agree
ment with the measurements by Zaccaria et al. (1993) acquired 
with a five-hole pneumatic probe. The free-stream radial veloc
ity is negligible everywhere. Inside the boundary layers, the 
radial (inward) velocity increases toward the wall, especially 
in the blade tip region. The variation of radial velocity inside 
the boundary layer is especially strong in the tip region {H = 
0.9 and 0.95) due to large influence of the casing endwall 
surface boundary layer. The radial component of velocity is 
appreciable inside the boundary layer from / / = 0.10 to 0.95. 
The maximum radial velocity, as expected in a three-dimen
sional boundary layer, occurs away from the surface and its 
magnitude is about 10 percent of the inlet axial velocity. The 
viscous region is very thin (less than 3 percent of the pitch); 
and as expected, the radial flow inside the boundary layer is 
inward, especiafly in the tip regions. The prediction of the pres
sure surface boundary layer profile from the boundary layer 
code is good in all regions. 

Boundary Layer Integral Properties. The integral proper
ties were calculated by fitting a fifth-order polynomial through 
the measured data points. From the flow visualization experi
ment, the boundary layers were determined to be laminar on 
the pressure surface at the measurement location, partially tur
bulent on the suction surface, and fully turbulent on hub and 
casing surfaces. The computed (boundary layer code) and mea
sured integral properties of the boundary layers are presented 
in Figs. 9 and 10 for blade and wall surfaces, respectively. The 
shape factor //„ is defined as the ratio of the displacement and 
momentum thicknesses (//„. = 6^/6,,), all based on the stream-
wise component of velocity (Fig. 1). 
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Fig. 9 Measured and computed integral properties of boundary layers, 
(a) IVIomentum thickness and (b) shape factor. 

On the suction surface (Fig. 9 (a) ) , the momentum thickness 
is nearly constant away from the endwalls. Close to the hub 
suction surface corner, the values increase rapidly due to the 
influence of the hub-wall boundary layer and secondary flow. 
Very good agreement between the measured and computed 
properties (from boundary layer code) is observed in the regions 
away from the endwalls and secondary flow regions (// = 0.2 
to / / = 0.7). In the casing suction corner, the passage vortex 
and casing boundary layer increases the momentum and dis
placement thicknesses substantially. The prediction from the 
boundary layer code is obviously inaccurate in this region. The 
measured shape factor H,, (Fig. 9ib)) remained constant 
(around 1.5) indicating a turbulent boundary layer. 

On the pressure surface. Fig. 9 (a ) , the boundary layer inte
gral properties computed from the boundary layer code are in 
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Fig. 10 IMeasured and computed integral properties of boundary layers, 
(a) Casing endwall surface and (b) hub endwall surface. 
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good agreement with the measured data in most of the regions 
away from the endwalls, where secondary flow effects are small. 
The three-dimensional boundary layer solution at xlc,„ = 0.94 
is fairly accurate in predicting the integral properties. The mo
mentum thickness is very small, about 25-30 percent of those 
measured on the suction surface. The shape factor H^s remains 
constant (Fig. 9{b)) with a value of two over the pressure 
surface indicating that the boundary layer is laminar. 

Comparison of the predicted (boundary layer code) and the 
measured integral properties on the casing and hub endwall 
surface, shown in Fig. 10, indicate fairly good agreement away 
from the suction surface of the blade (from S = 0.4 toward the 
pressure surface). The momentum thicknesses decrease toward 
the pressure surface as expected. Near the mid pitch and close 
to the pressure surface regions, the prediction and measurement 
agree fairly well. The momentum thicknesses are much higher 
compared to those on the vane due to the presence of an up
stream wall boundary layer, and the measured shape factor indi
cates accelerating turbulent boundary layer. 

In the secondary flow region, the classical definition of the 
boundary layer integral properties are no longer applicable due 
to the difficulty in delineating the boundary between the viscous 
layer and the external flow. Hence, the data at these locations 
are not shown in Figs. 9 and 10. Outside the secondary flow 
region, the boundary layer approach is valid, requiring only an 
accurate prescription of the pressure distribution and is much 
simpler to implement. 

Turbulence Properties. The turbulence intensity (Tu) is 
defined as follows: 

Tu = 
V 

(1) 

where v [. is the cross flow velocity fluctuations for the wall 
(Fig. 1) and radial velocity fluctuations for the vane. It should 
be noted here that the third component (normal to the wall) was 
not measured. Hence, Tu is not the total turbulence intensity. 
Furthermore, the turbulence intensity as defined here is the total 
fluctuations, including both the random component (turbulence) 
and the deterministic component caused by the rotor potential 
interactions. The latter contribution is found to be about 1 per
cent of the mean velocity (Ristic, 1995). Hence, the dominant 
contribution to the unsteadiness inside the wall and vane bound
ary layers is due to random turbulence. Hence, the terminology 
"turbulence" is retained here. In most cases, the contribution 
to the free stream turbulence due to rotor potential interaction 
is about 1 percent. 

The turbulence intensity for the suction surface of the nozzle 
blade at xlc„ = 0.85 is shown in Fig. 11. In the free stream, 
the average level of turbulence intensity was found to be 2.2 
percent in the region from / / = 0.1 to 0.7. Since the boundary 
layers are thin away from the casing and hub walls, the location 
and the magnitude of peak turbulence intensities in the near 
wall region could not be captured. Nevertheless, the data show 
increased intensities as the walls are approached. The free 
stream turbulence intensities increased near the casing suction 
surface comer to approximately 6 percent at H = 0.95, indicat
ing that this measurement location is already within the casing 
boundary layer region. The measurement in the secondary flow 
region at the spanwise locations, H = 0.8 and 0.825, indicates 
the existence of a secondary peak in the passage vortex region. 
The turbulence intensity at H = 0.8 increases toward the loca
tion of the passage vortex reaching a maximum of 9 percent, 
then decreases and increases again toward the blade surface. 
The maximum turbulence intensity occurs at the H = 0.90 
spanwise location reaching 18 percent. This is caused by the 
interaction of the blade surface and casing surface (corner flow) 
boundary layers. In the tip region, a decrease in turbulence 
intensities from location H = 0.9 to 0.95 is observed due to the 
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Fig. 11 IVIeasured turbulence intensity {Tu) on suction surface at 
x/c„ = 0.85 

reduced influence of the secondary flow and the passage vortex 
as the wall is approached. 

Away from the endwalls, the components of the turbulence 
intensities in the stream wise (Tu,) and cross wise (Tu^) direc
tions show similar levels (Ristic, 1995). This differs from con
ventional boundary layers, where the cross flow component 
is smaller than the streamwise component. The fact that the 
intensities are similar in magnitude indicates the influence of 
the radial inward flow and the secondary flow in amplifying the 
turbulence in the radial direction. The components of turbulence 
intensity differed only in the two extreme radial locations (H 
= 0.05 and 0.95) due to the merging of the wall and the blade 
boundary layers and their interaction with the secondary flow. 
In the passage vortex region, the relative levels of streamwise 
and radial components of turbulence remains similar. 

The variation of turbulence intensities near the casing endwall 
surface is shown in Fig. 12. In the casing suction surface corner, 
the presence of double peak in the turbulence intensity profile 
is due to the presence of the passage vortex as described earlier. 
The increase in turbulence intensity close to the wall is due to 
the casing endwall boundary layer and the peak away from the 
surface is due to the passage vortex. The turbulence intensity 
(Fig. 12) increased from a free-stream value of 0.022 to 0.12 
at S = 0.132 and H = 0.84. The turbulence intensity remains 
nearly constant in the passage vortex region, increasing again 
in the corner vortex region. The turbulence intensity increases 
toward the wall reaching a maximum value of 0.18. The overall 
levels of turbulence intensity in the cross flow direction is found 
to be larger than the level in the streamwise direction due to 
the high flow turning along the casing endwall. This clearly 
shows the need for anisotropic turbulence models in Navier-
Stokes computation. Outside of the viscous and secondary flow 
regions, the unsteadiness in the mean flow is very low and 
is similar to measurements obtained at x/c,„ = 0.56 location 
(Zaccariaet al., 1993). 

In the hub region (see Ristic, 1995), the turbulence intensity 
is found to increase from a free-stream value of 2.1 percent to 
approximately 5 percent at the closest hub measurement loca
tion. The turbulence intensities decreases toward the pressure 
surface. 

Composite Flow Field in the Casing Secondary Flow Re
gion. The hot-wire data acquired on the vane and wall surfaces 
in the region 0.6 < H < 1.0, and 0 < 5 == 0.3 is integrated 
and interpolated onto a uniform grid to provide a composite 
and comprehensive understanding of the viscous flow develop-
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Fig. 12 Measured turbulence intensity on casing surface at x/c„, = 0.85 

ment in the casing secondary flow/vortex region. The results 
are shown in Fig. 13. The total velocity normalized by V,i, 
plotted in Fig. 13(a) indicates that minimum velocities occur 
close to the suction surface near H ?= 0.9, increasing gradually 
as the casing is approached and decreasing again near the wall. 
This low velocity region, caused by the presence of passage 
vortex, extends from 0.8 to 0.95 and covers nearly 7 to 8 percent 
of vane pitch, and its influence extends up to / / = 0.75. In 
addition, the effect of sweeping of the boundary layer by the 
secondary flow vortex is evident near the suction surface corner, 
where high velocities are observed. This is caused by the duel 
effect of secondary vortex sweeping the endwall boundary layer 
and acceleration of the flow arising from the blockage effect 
of the secondary vortex. This region, even though small, has 
significantly higher velocity compared to other regions of the 
endwaU flow. 

The yaw angles, plotted in Fig. 13(b) indicate that the flow 
is overturned in the wall region and underturned away from the 
wall. High flow overturning (as much as 14 deg) occurs near 
the pressure surface, decreasing as the suction surface is ap
proached. There are two underturning regions, one centered 
around H = 0.95 and the other one near H = 0.840. As explained 
earlier, this is caused by the secondary vortex and interaction 
of the outer leg of the secondary vortex with wall boundary 
layer. The second underturning region (near H = 0.84) is lo
cated away from the suction surface and represents the bottom 
leg of the passage vortex. The radial flow angle, shown in 
Fig. 13(c), indicates that the maximum radial inward velocity 
occurs in the same region as the minimum total velocity, with 
values as high as 45 deg, indicating that the radial velocity in 
this region (caused by secondary flow/vortex) is of the same 
order of magnitude as the inlet axial velocity. The flow is inward 
in the region extending from H = 0.75 to 0.97, and S = 0 to 
0.2. The turbulence intensities are shown in Fig. 13(d). The 
high levels of turbulence intensity occur near the suction surface 
close to H = 0.9. Here again, the region of high turbulence 
intensity corresponds to a region of low total velocity, high 
inward radial angle, and the underturning region. This is mainly 
caused by the passage vortex and its interaction with the casing 
surface boundary layer. 

Very close similarities in contours of Tu, 4>, V/Vvi, a distribu
tions should be noted. The maximum influence of the passage 
vortex is confined to 20 percent of the span from the casing 
and 10 percent of the blade spacing from the suction surface. 
The overall influence covers a much larger domain, extending 
all the way from the pressure to the suction surface in the outer 
20 percent of span. 

Concluding Remarks 

It is evident from the results reported in this paper that bound
ary layers are very thin on blade surfaces, away from the end-
wall regions with the boundary layer thickness averaging about 
0.5 and 3 percent of chord on the pressure and suction surfaces, 
respectively. In the endwall region, no noticeable growth (from 
inlet value) in boundary layer thickness is observed in regions 
away from the passage vortex regions. The interaction of the 
passage vortex and the casing boundary layer is observed in 
the casing region, resulting in an unconventional "wake" like 
outer layer in the casing boundary layer. 

The vane surface boundary layers are three-dimensional with 
appreciable radial inward flow caused by the radial pressure 
gradient. The vane boundary layer thickness remained almost 
constant in the spanwise direction, on both of the vane surfaces, 
except in the secondary flow regions and close to the endwalls. 
The suction surface boundary layer is found to be transitional, 
with transition occurring between 70-80 percent chord. 

On the casing surface, the velocity increases in the near wall 
region due to the interaction of the secondary flow, passage 
vortex, and the casing endwall boundary layer. The boundary 
layer thickness decreases as the pressure surface is approached. 
The secondary flow region in the suction surface-casing corner 
indicates the presence of a passage vortex detached from the 
vane and the casing surface. The radial inward flow along the 
suction surface in this region moves the passage vortex inward. 

Boundary layer growth along the hub endwall was found to 
be much lower than that on the casing due to the higher accelera
tion at this location. The secondary flow is much stronger in 
the suction surface-casing corner due to the presence of strong 
transverse pressure gradient and thicker inlet boundary layer. 

In general, the free-stream unsteadiness remained constant 
throughout the nozzle passage. The periodic unsteadiness due 
to the turbine rotor and the downstream fan accounts for approx
imately 1 percent of the free stream unsteadiness. The turbu
lence intensities are found to be high (as much as 18 percent) 
in the passage and the corner vortex region. 

The three-dimensional boundary layer prediction shows good 
agreement with the data except in the regions of secondary 
flow and endwall boundary layer flow, where the conventional 
boundary layer assumptions are no longer valid. On the suction 
surface, the solution was accurate from H = O.l to H = 0.1 
and is good agreement with the measured velocity profiles. On 
the nozzle vane pressure surface, the agreement was excellent 

Fig. 13 Composite flow field in casing-suction surface corner at x/c^ 
= 0.85. (a) total velocity contours ( l / / l / „ ) , (/>) yaw angle {a in degrees), 
(c) contours of measured radial angle (<^ in degrees), (d) turbulence 
intensity (Tu) contour. 
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due to the smaller extent of the secondary flow region and the 
endwall boundary layers. 
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D I S C U S S I O N 

E. S. Hall' 
Allow me to separate this discussion into two parts: the 

first dealing with the computational aspects of this problem 
and the second dealing with the measurements in general. I 
must disagree with the authors' comments concerning the 
value of the three-dimensional boundary layer analysis. I con
cur that boundary layer predictions generally employ more 
discrete points and can be achieved more rapidly than a corre
sponding Navier-Stokes analysis. However, it cannot be ig
nored that the boundary layer analysis also requires the speci
fication of the edge pressure which is not easy to develop 
without additional analyses. Elliptic effects resulting from 
aerodynamic blockage due to corner vorticies, etc. must be 
accounted for to adequately predict the edge pressure condi
tions. The computational cost of these additional analyses are 
often ignored when comparing boundary layer and Navier-
Stokes solution times. The comparison also implies that the 
boundary layer predictions do not adequately match data in 
regions involving strong secondary flow. Modern highly-
loaded turbine airfoils are often dominated by secondary flow 
effects, and again the three-dimensional boundary layer anal
ysis is of limited use. Given the abundant computational re
sources available today, the only computational approach 
which makes sense for detailed 3-D turbine airfoil design is 
a Navier-Stokes code. At present, in my opinion, the only 
reasonable use of a 3-D boundary layer code is to predict 
turbine airfoil heat transfer given Navier-Stokes-derived edge 
conditions. Boundary layer codes have demonstrated some
what better consistency predicting heat transfer compared 
to current Navier-Stokes codes with 2-equation turbulence 
models. 

The authors' present detailed flow observations based on test 
measurements in the Penn State turbine rig. The data essentially 
confirms known secondary flow behavior in modern turbine 
blading. Two questions come immediately to mind as I ponder 
the utility of these data to enhance future designs. First, does 
detailed data taken at a freestream turbulence level of 1 percent 
have any validity for turbine airfoils operating in the engine 
environment, where freestream turbulence levels can be as high 

' Staff Research Scientist, Allison Engine Co., P.O. Box 420, Indianapolis, IN 
46206-0420. 

as 10 percent? At high freestream turbulence levels, regions of 
laminar/transitional/fully turbulence flow are non-distinct, and 
extrapolation of these results to the actual engine environment 
can be misleading. Second, how useful are the results from a 
single point of operation? Given the viscous nature of the fluid 
mechanics discussed, to be used effectively in design one would 
at least like to know the sensitivity to Reynolds number, airfoil 
loading distribution, angle distribution, etc. Industry research 
budgets are such that companies can no longer afford to generate 
fundamental design research data internally, and as an industry 
we rely on government agencies and academia to further this 
cause. Presentation of data based on a single observation is not 
in itself useful. What is useful is the trend of the data based on 
variations in operation. I believe that developing knowledge of 
the data trends should be the focus of this type of research 
effort. 

Authors' Closure 
The authors would like to thank Dr. Hall for his comments 

on our paper. We are not advocating use of the boundary 
layer code in all regions of the flowfield. The Navier-Stokes 
code is most useful in predicting the three-dimensional ef
fects in the regions of secondary flow, endwall flow, and tip 
clearance effects. As mentioned by the reviewer, the heat 
transfer predictions are done much better with the boundary 
layer code and that is because the boundary layer properties, 
including the nearwall regions, are more accurately predicted 
by the boundary layer code. This is the point we were trying 
to make. If the interest lies in the three-dimensional boundary 
layer not affected by the endwall flows, the boundary layer 
code should provide better results in the prediction of the 
viscous effects, losses, and local properties, as well as the 
transition and the heat transfer when compared to a Navier-
Stokes code. The Navier-Stokes code accuracy is affected by 
artificial dissipation and grid density. The edge conditions 
could be derived by simpler methods; but we are not advocat
ing that the boundary layer code could be used in the entire 
hub-to-tip region. These are not useful in situations where 
the boundary layer interaction, compressibility effects, and 
shock waves are present. But in many applications, such as 
the hydraulic turbines and steam turbines, the boundary layer 
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due to the smaller extent of the secondary flow region and the 
endwall boundary layers. 
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extrapolation of these results to the actual engine environment 
can be misleading. Second, how useful are the results from a 
single point of operation? Given the viscous nature of the fluid 
mechanics discussed, to be used effectively in design one would 
at least like to know the sensitivity to Reynolds number, airfoil 
loading distribution, angle distribution, etc. Industry research 
budgets are such that companies can no longer afford to generate 
fundamental design research data internally, and as an industry 
we rely on government agencies and academia to further this 
cause. Presentation of data based on a single observation is not 
in itself useful. What is useful is the trend of the data based on 
variations in operation. I believe that developing knowledge of 
the data trends should be the focus of this type of research 
effort. 
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clearance effects. As mentioned by the reviewer, the heat 
transfer predictions are done much better with the boundary 
layer code and that is because the boundary layer properties, 
including the nearwall regions, are more accurately predicted 
by the boundary layer code. This is the point we were trying 
to make. If the interest lies in the three-dimensional boundary 
layer not affected by the endwall flows, the boundary layer 
code should provide better results in the prediction of the 
viscous effects, losses, and local properties, as well as the 
transition and the heat transfer when compared to a Navier-
Stokes code. The Navier-Stokes code accuracy is affected by 
artificial dissipation and grid density. The edge conditions 
could be derived by simpler methods; but we are not advocat
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Drop Size and Velocity 
IVIeasurements in an 
Electrostatically Produced 
Hydrocarbon Spray 
Liquid hydrocarbons are difficult to atomize electrostatically at practical flow rates 
due to their high resistivities and low concentration of charge carriers. However 
special ' 'charge injection'' techniques have been used in this investigation to produce 
combustible sprays of oils. An experimental investigation of the drop size and velocity 
distributions within a charged kerosine spray is presented, using a PDA system and 
photographic methods. Bimodal size distributions are found with a central core of 
larger drops or ligament formations near the nozzle surrounded by a sheath of smaller 
drops. Because of the bimodal character the concept of average diameter for the 
spray is difficult to apply so that there is little practical use defining a relationship 
between mean drop diameter and mean specific charge without a knowledge of a 
relationship between charge and size of individual drops. Examination of the velocity 
component distributions showed the processes which control the two-zone character
istics of the spray. The larger drops have a high inertia and were less deflected by 
the space charge force within the spray and it is argued that the larger drops possess 
a smaller specific charge compared with the smaller drops which reinforces the 
tendency for the large drops to remain along the spray centreline. For the smaller 
drops the converse is the case, to the extent that at low flow rates their trajectories 
have a negligible axial velocity component and recirculation toward the earthed 
injector body is observed. 

Introduction 

The process of liquid atomization may be enhanced by the 
use of electrostatic charge to impose an additional disruptive 
force on the liquid jet. For conducting and semi-conducting 
liquids charge transfer from electrode to liquid is accomplished 
by well-established contact or induction mechanisms (Law, 
1978). Commercially viable systems (Bailey, 1986) using these 
principles are now in everyday use. Until recently it has been 
extremely difficult to charge, and hence electrostatically atom
ize, low conductivity liquids as characterized by hydrocarbon 
fuels. Such liquids had, until recently been electrostatically at
omized at low flow rates (<50 mL/min) by using an antistatic 
additive to increase the electrical conductivity of the hquid to 
allow contact or induction charging methods to be feasible. 

With the advent of the charge injection mechanism (Kelly, 1984; 
TumbuU, 1989) the electrical charging and purely electrostatic atom
ization of insulating liquids has now become a reality for practically 
useful flow rates. The mechanism relies on a submerged "field 
emission'' electron gun, in this case a point electrode, which acts 
as a source of free excess charge with a typical charge mobility of 
10 ~̂  to 10"* m^/Vs in hydrocarbon oils. By immersing an electron 
gun directly into the liquid the problem of how to persuade charge 
to move off an electrode and into the liquid is solved by tailoring 
the velocity field, such that the charge carriers are extracted from 
the cathode surface. Free excess charge can be injected into the 
liquid without regard to its innate electrical conductivity or charge 
carrier density. The mechanism of charge transfer from electrode 
to hydrocarbon liquid is still currenfly under debate and there are 
few workers examining charged hydrocarbon spray dynamics with 

a view to applying the knowledge to a commercial system. Jido 
(1986,1987) has examined the charging characteristics of kerosine/ 
water emulsions. Bankston et al. (1988) noted qualitatively a dual 
zone spray when insulating fuel oils such as Jet-A and silicon oil 
were atomized; however, quantitative characterization of hydrocar
bon oil sprays, produced "ab initio," electrostatically and without 
anti-static additives has not previously been reported. 

At reasonable flow rates (GL a 1 mL/s) there has been some 
work (Yule et al., 1995) examining the drop size distribution within 
unadulterated charged hydrocarbon sprays but none regarding drop 
velocity as far as the authors are aware. Gomez and Tang (1991) 
have reported drop size distribution data in the range 1 < D s 40 
im\ for heptane doped with an antistatic additive, effectively a semi
conducting liquid, at low flow rates. They noted a bimodal size 
distribution and that the drop size varied inversely with radial posi
tion. Dunn and Snarski (1992) and Grace and Dunn (1994) have 
made extensive studies of charged sprays of ethanol (a semi-conduc
tor) in a series of papers. Their sprays were again in the 0 < D < 
40 iMn size range at extremely high specific charge densities, up to 
Pe = 210 C/m^ which acts to produce very high drop concentrations 
and the sprays more resembled aerosols with little penetration. Their 
drop diameter variations with radial position were less pronounced 
than reported by Gomez and Tang (1991). 

The results in this paper are part of a study investigating the 
application of charge injection electrostatic atomizers for use in 
combustion systems of practically useful (>100 mL/min) flow 
rates. Drop size and velocity data are required to characterize the 
sprays, prior to combustion tests, and to provide an experimental 
data base for charged spray modeling, which can be used to optimize 
a combustion configuration. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
November 14, 1996; revised manuscript received April 16, 1998. Associate Tech
nical Editor: D. P. Telionis. 

Experimental 

The description of the principles underlying the factors con
necting nozzle design and electrical performance to flow rate 
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Fig. 1 Schematic of the apparatus 

and liquid properties are covered elsewhere (Yule et al., 1995) 
as are the parameters controlling the maximum charge that may 
be carried by the spray (Shrimpton et al., 1995). These refer
ences also gave information regarding the design and perfor
mance of the nozzle used in the present work. A schematic of 
the experimental layout and electrical connections is given in 
Fig. 1 and a cross-section of the nozzle is shown in Fig. 2. The 
pipe work for the liquid supply was made of nylon with 6 mm 
inside diameter, and connections were also nylon snap-lock 
fittings to ensure effective electrical isolation of the nozzle from 
earth via the liquid feed. Liquid flow was produced using a 
reservoir, pressurised by compressed air, with a maximum safe 
working pressure of 0.6 MPa. The liquid flow was regulated by 
a standard needle valve. A Nupro 'F ' Series in-line sintered 
metal filter was installed with a rated porosity of 7 //m. This 
served to reduce particulates and prevent small air bubbles from 
reaching the nozzle which could have been catalysts for electri
cal breakdown. No direct measurement was made of the total 
current (IT) supphed to the cathode as it was considered unwise 
to "float" an instrument up to the required voltage. It was 
assumed that the liquid upstream of the nozzle acted as a perfect 
insulator and that the cathode and the anode (the nozzle body) 
were perfectly isolated from the rig supports and earth. It was 
therefore possible to calculate the total current (IT) by summa
tion of the two remaining current sinks. These were the current 
carried away by the spray (the spray current, Is) and that which 
passed across the liquid inside the nozzle to the earthed inner 
surfaces of the nozzle body, the leakage current, 4 . The charged 
spray was captured by a metal drum, lined with wire wool to 
ensure a good, fast electrical response by keeping film thick
nesses to an absolute minimum. In order to minimize errors 
arising from induced voltages the drum was mounted on PTFE 
blocks and surrounded by a Faraday cage. This was used to 
eliminate errors in the spray current from spurious induced 
voltages generated by external electric fields. 

The results describe drop diameter, number, size distribution, 
and velocities for three flow rates, QL = 75, 120, and 180 
mL/min. The magnitude of the mean spray specific charge. 

PVC Insulation 
Stainless Steel ' ^ 
Electrode 
Dimensions in nun Not to scale 

Fig. 2 Schematic of the atomizer nozzie 

calculated from IS/QL, for QL = 75 mL/min was p^ = 0.4 
C/m^ and for the two higher flow rates p^ = 0.5 C/m'. The 
nozzle (Fig. 2) is loosely based on a design by Jido (1986) 
and has an orifice diameter of 0.5 mm. The liquid used is 
kerosine, in the form of a domestic heating fuel, marketed in the 
U.K. by Shell as "homeglow 28." It has a dynamic viscosity, fi, 
!==> 0.001 Ns/m^, density, p, = 780 kg/m^ and surface tension, 
(Tr = 0.0235 N/m. 

Measuring Technique. A Mie theory prediction code, 
STREU (INVENT), which assumes plane intensity beams was 
used to predict the optimal geometrical set up for the phase 
Doppler anemometer (PDA). As shown in Fig. 3, the linearity 
of the phase angle versus diameter for the Brewster angle posi
tion (70.6 deg off axis, for kerosine) was superior to the other 
off axis angles tested for 0 < D < 100 /um. The 160 deg off-axis 
angle was examined since it was not known initially whether the 
larger drop diameter measurements (D «* 500 /um) would be 
possible at the Brewster off axis angle. The erroneous phase 
jump in Fig. 3 for the 30 deg off-axis angle is due to the 
assumption of uniform, rather than Gaussian laser beam inten
sity profile within STREU. The phase angle versus diameter 
relationship was also found (not shown) to be linear for 100 
^ D s 527 um due to domination of 1st order refraction at 
the Brewster angle. Since there was no restriction on the optical 
access this configuration was adopted for all the results pre
sented. 

A DANTEC 3 detector, 1-D PDA system was used for all 
velocity and diameter measurements. The transmitting optics 
consisted of a 300 mW Argon ion laser of wavelength 514.5 
nm stepped down to 100 mW. This was split by a DANTEC 
55X modular LDA unit incorporating a Bragg cell, onto which 
a 600 mm focal length lens was mounted. This, using a beam 
separation of 40 mm gave a measuring volume diameter of 0.3 
mm. The receiving optics consisted of the DANTEC 57X10 
detector unit, again fitted with a 600 mm focal length lens. The 
separation of the detectors above and below the measurement 
volume was adjusted to allow a size range of 0 < Z) s 527 
/xm to be measured. This coincides with drop size measurements 
of charged hydrocarbon sprays made previously (Yule et al., 
1995) with a Malvern particle sizer. The authors are aware of 
the possible errors arising from Gaussian beam error and also 
the slit effect (Brenn et al., 1995). Due to the large size of 
many of the drops the frequency distributions of the large drop 
populations should be assessed qualitatively. Measurements 
were made assuming an axisymmetric jet, on a rectangular grid 
with (z, r) = (0, 0) representing the atomizer orifice. Measure-

N o m e n c l a t u r e 

D = drop diameter (yum) 
D32 = sauter mean diameter (fj,m) 

Q = drop charge (C) 
QL = liquid flow rate (mL/min) 
Is = spray current (p,A) 

II = leakage current (^A.) 
IT = total current (p.A.) 
r = radial displacement (m) 
u = axial drop velocity (m/s) 
V = radial drop velocity (m/s) 

z = axial displacement (m) 
Pe = specific charge (C/m^) 
Pi = density (kg/m') 
Hi = dynamic viscosity (Ns/m^) 
ar = surface tension (N/m) 
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ment locations of radial traverses were at 0.01 m intervals from 
the centreline up to 0.1 m and measurement planes were at 0.03 
m axial intervals to 0.15 m downstream. The u component of 
the velocity was defined parallel to the spray centreline. 

Due to the unavailability of the instrumentation required for 
measuring u and v velocity components simultaneously these 
components had to be measured separately. However, due to 
the narrowness of the size distributions and the extremely well-
ordered nature of the drop trajectories in the spray repeatable 
correlation was obtained between diameter and u velocity. To 
measure the radial velocity components of the small drops the 
transmitter was rotated 90 deg so that the beams were in the 
horizontal plane and the polarization of the scattered light de
tected by the receiver was adjusted to 90 deg. For this arrange
ment the radial velocity components for the small drops could 
be easily extracted from the measurements since the large drops 
were low in number with respect to the small drops and their 
radial velocity components were small. 

The validation limits in drop diameter were fixed for all 
measurements and typically gave a sample rejection rate which 
was approximately 20 to 30 percent of all samples obtained. 
The lack of sphericity was relatively common due to the combi
nation of charge and relatively high viscosity, coupled with a 
relative velocity of the order of 10 m/s, which act to increase 
jet and droplet break-up time, and also the sphericity deviation 
that a drop in the process of breakup experiences. 

Results: Droplet Diameter 

Figure 4 shows the spray formation process which is peculiar 
to electrostatic atomization. The left-hand image shows an es
sentially unatomized kerosine jet from a 0.5 mm orifice at a 
flow rate Qt = 120 mL/min with no electrostatic charge injec
tion. The right-hand image shows the effect of a specific charge 
of 0.5 C/m' on the jet of the same flow rate. Clearly the atomiza
tion of the jet is wholly caused by the disruptive electrostatic 
forces. The PDA results can be interpreted in terms of three 
zones. These zones are (i) , a central core of connected liga
ments (which should not produce validated signals), (ii) large 
drops formed from the ligaments (which are measured only 
when a certain degree of sphericity is reached), and (iii) smaller 
drops which are dispersed more widely and which may be 
formed as satellites during ligament break up and/or from sec
ondary break-up of the larger drops. Figures 5, 6, and 7 show 
the size distributions within the spray for QL = 75, 120 and 
180 mL/min, at z = 0.15 m and r = 0, The distinctiveness and 
separation between two size classes of the bimodal distribution 
is profound and much more extreme than in the case of Gomez 
and Tang (1991), using doped heptane, or Dunn and Snarski 
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Fig. 4 Pliotograpli of cliarged and unchiarged liydrocarbon sprays, 
Qi = 120 mL/min, d = 0.5 mm 

(1991), using ethanol. This is thought to be due to the different 
electrical conductivity and charge mobility characteristics of the 
liquids. For conducting liquids, charge redistribution within the 
liquid is effectively instantaneous. This causes extremely short 
jet breakup lengths, spatially uniform sprays relative to the case 
presented here and Z) < 50 ^m by virtue of high charge densi
ties. In the case of insulating liquids, lower charge densities 
and slower moving charged species on the surface of the drops 
act to encourage the formation of bimodal sprays. It is argued 
that the charge cannot migrate rapidly enough to newly formed 
liquid surfaces during break up so that the central core drops, 
formed later during break-up are relatively lowly charged and 
thus larger. The character of the semi-conducting sprays of 
Gomez and Tang (1991) fall between these two extremes. 

Not one data point was validated in the interval between the 
two size classes throughout the entire session for all flow rates 
and measurement positions. This remarkable fact would be un
heard of for an uncharged spray, where a smooth, continuous 
Gaussian shaped frequency versus diameter curve would be 
expected. This highlights the fundamental effects that the charge 
exerts on jet and drop breakup in the case of liquid insulators. 
As shown in Fig. 4, photographic studies showed that the 
charged liquid jet radially expands as it emerges from the orifice 
and the jet surface quickly becomes distorted. The surface 
charge gives a localized increase in repulsive force between a 
protuberance and the rest of the jet and the protuberance is 
radially displaced away from the axial centreline to form a 
ligament. The dimensions and lengths of the radial ligaments 
should reduce for increase in surface tension, and reduction in 
viscosity. Many ligaments form and the surface area of the jet 
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is greatly increased. At this point the ligaments break up by 
symmetrical surface wave disturbances as predicted by Rayleigh 
(1879), assisted by surface charge which acts to reduce the 
surface tension. Clearly the PDA technique should not measure 
these ligaments. However, the drops formed from the ligaments 
will be measured when they have achieved a certain sphericity. 

The Spray Central Core. The central core, as noted above 
was populated by two very different drop size ranges. One has 
a size range 0 < D < 50 ^m and the other a range 380 < D 
< 525 fj,m. The invariance of the modal diameters was shown 
to be preserved under conditions of varying flow rate to a re
markable degree. The shape and positions of both distributions 
was found to be affected by the following factors. 

1) At smaller axial displacements from the atomizer the 
number of large drops decreases due to an increase in the fre
quency of ligaments still present. This was detected by the PDA 
instrument by a sharp decrease in the validated samples for the 
large size class. The axial position for this decrease in the large 
drop population was also found to be a function of flow rate. 
At 2/, = 75 mL/min no large drops were detected for z < 0.06 
m. However for Q, = 180 mL/min the critical axial distance 
had increased to z s 0.12 m. This means that large "lumps" 
of liquid were too deformed, or still in the form of ligaments 
for measurement to be made near the nozzle. 

2) Under conditions of increased flow rate the shape of the 
size distribution is modified and there are proportionally more 
smaller drops present relative to the large drop population in 
the central core. This accounts for the fact that an average 
diameter estimate, such as D32 reduces at larger specific charge 
as has been observed experimentally (Yule et al., 1995) using 
a Malvern particle sizer. Their data were obtained using Fraun-
hofer diffraction theory applied to light scattered from a cylin
drical volume 9 mm in diameter and 40 mm in length. Unlike 
the PDA the Malvern instrument detects both ligaments and 
droplets but effectively represents the ligaments by numbers of 
drops with the same total projected area as the ligaments and 
gives diameters similar to the ligament diameters. As a result 
the gap in the PDA size distribution is filled with somewhat 
misleading data from the ligaments. 

3) An additional factor regarding the average diameter esti
mation becomes relevant when the flow rate is increased. At 
Qi = 75 mL/min the small drop size range is 0 < D < 10 fim. 
At Qi = 120 mL/min additional drops are reported at D «i 20 
//m. At QL = 180 mL/min the effect is more pronounced and 
a well-developed peak is evident centered around D ^^ 35 fxm. 
It is thought that the very small (satellite) drops (D !̂  5 //m) 
are the result of initial ligament disruption when the large drops 
are formed as noted above. The small drops of diameter D « 
35 ij,m are thought to be the product of a charged drop disruption 
mechanism. Roth and Kelly (1983) have developed a charged 
drop disruption model for nonconducting liquids. It predicts 
that above a threshold specific charge a drop will break up in 
a nonrandom manner, defined by the conservation of energy 
between the initial (pre-break up) and final (post-break up) 

states. The post-breakup state consists of a large "residual" 
drop and a number of smaller "sibling" drops. The mass ratio 
of sibling to residual drops that Roth and Kelly (1983) found 
varies slightly with initial diameter and agrees with the results 
presented here and also with the experimental work of Taflin 
et al. (1989). The increased frequency of the (sibling) D «̂  35 
jim drops at higher flow rates suggests that the increased drop 
deformation, due to aerodynamic effects, at higher injection 
velocities reduces the charged drop disruption threshold. 

As the charge mobility of the liquid increases the difference 
between the maximum and minimum diameters of the droplet 
resulting from a particular charged drop break up should de
crease. In the limit this could be a further reason for the different 
characterization of sprays of charged semi-conductors (weakly 
bimodal) and insulators (strongly bimodal). This is observed 
when the work of Grace and Dunn (1994), Gomez and Tang 
(1991), and the work presented here are compared. 

The Spray Outer Sheath. The outer sheath was much 
more diffuse than the central core and in terms of the total 
liquid mass fraction essentially negligible relative to the central 
core. The data rates were extremely low near the periphery 
of the spray. Unlike the central core there was only one size 
distribution, which corresponded almost exactly to the small 
drop population within the central core. An extremely narrow 
size distribution was found for which 10 == D =s 50 yum in the 
outer sheath for all flow rates. The very small (D « 5 um) 
satellite drops are not present in this region. This is thought to 
be due not to an absence of charge, but rather the high drag 
forces experienced by these drops quickly decelerates them and 
they tend to drift toward and terminate on the nearest earthed 
surface, the atomizer. Gomez and Tang (1991) report that their 
satellite drops (of mean size D <=^ 15 /.tm) were deflected and 
form the outer sheath. They noted no evidence of charged drop 
break up however in further work (Gomez and Tang, 1994), 
charged drop disruption was deliberately triggered at drop 
charge levels comparable to those used in this work. 

Results: Drop Velocity 
The striking duality exhibited by the size analysis of charged 

hydrocarbon sprays was carried through into velocity measure-
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ments using the PDA. This is shown in Fig. 8 where D and u 
are correlated for QL = 180 mL/min at z = 0.15 m and r = 
0.03 m. 

Velocity Correlation for 430 < / ) < 525 ftm. The central 
core, possessing both large and small diameter drops shows 
some surprising results. The large drops exhibit axial velocity 
magnitudes in agreement with the average velocity in the liquid 
nozzle calculated from flow rate and orifice area. As noted 
above, the radial velocity component of the large drops was not 
recorded. An estimate may, however, be made from examining 
the maximum spray angle of the central core, defined by where 
large drop are detected. Results suggested that the spray angle, 
the boundary defined where no drops with D > 50 jxm exist, 
is inversely proportional to flow rate and for g/. = 75, 120 and 
180 mL/min the central core spray angles are approximately 
17, 9, and 6 deg, respectively. Comparison with an established 
(uncharged) spray plume correlation of Yokota and Matsuoka 
(Lefebvre, 1989) gives spray angles of 0.13, 0.16, and 0.20 deg 
for the same flow conditions. These values are much less than 
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has been experimentally observed and highlights the degree of 
charged drop repulsion, even for the high inertia, low specific 
charge sprays considered here. 

Velocity Correlation for 0 < D == 50 fim. Figures 9, 10, 
and 11 show velocity vector plots for the smaller drops (0 < 
D < 50 /zm) for QL = 75, 120 and 180 mL/min, respectively. 
It is noted that at g,, = 75 mL/min the average radial velocity 
component of the drops in the central core along the spray 
centreline is zero. The axial component of all small drops at QL 
= 75 and 120 mL/min are relatively small throughout the spray. 
For these drops it is apparent that electrostatic forces completely 
dominate their trajectories and move the drops away from the 
charged central jet. At QL = 180 mL/min the axial velocity 
components of the drops in the vicinity of the central core 
become more significant. Figure 11 suggests that due to the 
larger drop number densities and higher drop momentum at the 
higher flow rate, more air is entrained, which in turn partially 
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entrains the smaller drops within the spray core. The largest 
radial components increase further away from the nozzle orifice 
at higher flow rates. This occurs because drops are created 
further downstream at higher flow rates. In the case of QL = 
75 mL/min it can be seen that there is an initial burst of small 
drops created which undergo large accelerations and are re
corded at z = 0.03 m and z. = 0.06 m axial displacements. This 
is caused by the relatively high electric potential gradients in 
the vicinity of the earthed nozzle body due to high drop number, 
and hence charge, densities. At higher flow rates small drop 
formation occurs at larger axial distances and in regions of 
lower electric field gradient. A quantitative examination of the 
radial velocity components reveal that at all axial displacements 
the magnitudes tend to zero at r = 0.0 m and r = 0.09 m. 
Strong accelerations are observed in the interval from r = 0.0 
m to the position of the peak radial component. The position 
of the peak radial component is a function of flow rate and 
varies from r « 0.04 m for <2/, = 75 mL/min to r ^^ 0.01 m 
for QL= 180 ml/min. 

Conclusions 
The PDA instrument can be used to obtain sensible results 

on drop size from an electrostatically atomized hydrocarbon 
spray which undergoes a unique form of ligament disruption 
and break-up due the presence of electric charge on the jet 
surface. 

The bimodal character of the size distribution is confirmed. 
One population has a size range 525 > D > 380 yim and the 
other 50 s= £» > 0 ^m. This gives the spray a two zone character 
where both drop populations are present in a dense central core 
but only the latter is present in the surrounding diffuse sheath. 

The striking difference exhibited by the size distributions 
with respect to an uncharged spray is carried into the velocity 
correlations. The large high inertia drops possess a high axial 
and low radial component. For the small drops the opposite is 
the case. 

The results show the difficulties introduced when applying 
the PDA technique to sprays containing ligaments and non-
spherical drops. 
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Studies on the Behavior of 
Droplets and the Air Flow in a 
Hollow-Cone Spray 
Experimental and numerical investigations are made on the behavior of droplets in 
a hollow-cone spray paying attention to the liquid sheet formed at the orifice of 
pressure-swirl atomizer. Simultaneous measurements of droplet sizes and velocities 
are made by phase-Doppler technique and numerical simulations are carried out 
based on the transient Eulerian equations for the gas and the Lagrangian equation 
for the droplets, taking account of the liquid sheet formed at the atomizer orifice. It 
is shown that the simulation gives good predictions by incorporating the existence 
of the liquid sheet. The predicted results indicate that the movement of the liquid 
sheet induces a strong air stream which acts as a strong side wind against the 
droplets immediately after breakup. This air stream selectively transports small drop
lets toward the central region and plays an essential role in the classification of 
droplets by size. Accordingly, the existence of the liquid sheet is significant for the 
characteristics of droplet dispersion and it should not be neglected in the prediction 
of hollow-cone spray flows. In addition, the shape of the liquid sheet is theoretically 
computed based on the simplified equations of motion. The comparison between the 
theoretical computation and the experimental result suggests that the surface tension 
of liquid is predominant in determining the shape of the liquid sheet. 

1 Introduction 
Dispersion of fuel droplets into the air has serious effects on 

the combustion characteristics of spray flames. Numerous stud
ies (Lefebvre, 1989a; Bayvel and Orzechowski, 1993; Chigier, 
1983; Chigier, 1991) have been made on the structure of atomiz
ers, the fluid flow in nozzles, the mechanism of disintegration, 
and the spray characteristics. It is well known that the hollow-
cone pressure-swirl atomizer fulfills fine atomization, and its 
radial liquid distribution is also preferable for combustion appli
cations (Lefebvre, 1989b). 

Near the orifice of the pressure-swirl atomizer, the conical 
Uquid sheet persists over the practical range of the liquid injection 
pressure, though its shape varies through onion, tulip, and conical 
shape with a rise of the liquid injection pressure (Lefebvre, 
1989b). Theoretical approaches have been made on the disinte
gration of conical liquid sheets (Eisenklam, 1976; York et al, 
1953), but the actual conical Uquid sheets break up at shorter 
distance than the theories predict, probably due to the destabilizing 
effect of the radius of curvature (Lefebvre, 1989c). The theory 
about the disintegration of the conical liquid sheet is not estab
lished. Consequently, there has been no numerical simulation of 
hollow-cone spray that incorporated the existence of the liquid 
sheet. In the numerical simulation of hollow-cone sprays, how
ever, the neglect of the existence of the liquid sheets probably 
leads to an inadequate predictions of the air flow and the disper
sion of droplets, because the existence of the liquid sheet must 
introduce complex air flow including recirculations and such air 
flows must influence the behavior of droplets. 

El Banhawy and Whitelaw (1980) compared the predicted 
profiles of the time-mean velocity and temperature of the gas 
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in a hollow-cone spray flame with the experimental results, and 
pointed out that the initial conditions of the spray seriously 
influenced the results of predictions. Nevertheless, the initial 
conditions were uncertain. It has been difficult in numerical 
simulations to give adequate initial conditions to the droplets 
in a hollow-cone spray. In recent years, however, advanced 
measuring instruments, phase-Doppler system for example, 
made it possible to provide valuable informations about the 
behavior and structure of sprays (Rosa et al., 1993; Presser et 
al , 1993; Li et al., 1992; IVIcDonell et al , 1992; Edwards and 
Rudoff, 1990; Presser et al., 1990; McDonell and Samuelsen, 
1988). Therefore, comparison between numerical simulations 
and experimental results can now be useful for the detailed 
evaluation of simulations and for the estimation of the initial 
conditions of the spray. 

In this paper, the behavior of droplets in a hollow-cone spray 
is investigated experimentally together with the shape of the liquid 
sheet formed at the atomizer orifice. Subsequently, numerical sim
ulations of this spray flow are carried out by incorporating the 
existence of the liquid sheet and these results are compared with 
the experimental results paying attention to the air flow and the 
dispersion of droplets. The results of simulations indicate that the 
air stream induced by the movement of the liquid sheet plays an 
essential role in the dispersion of droplets. The induced air stream 
promotes the classification of droplets by size. 

Angle of the spray cone influences the dispersion of droplets 
into the air. Though a recent study (Chen et al., 1992) examined 
the factors affecting the spray angle of the hollow-cone spray, 
it did not include the effect of the surface tension of liquid. In 
addition, previous experiments (Giffen and Massey, 1950) and 
theoretical studies (Rizk and Lefebvre, 1985) showed that the 
surface tension hardly influenced the angle of the spray cone. 
On the other hand, it has been described in another book that 
the liquid sheet formed at the atomizer orifice displays the onion 
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Fig. 1 Schematic diagram of the experimental apparatus Fig. 2 An example of instantaneous shape of the liquid sheet formed at 
the orifice 

shape due to the surface tension (Lefebvre, 1989b). In this 
paper, the effect of the surface tension and of the other factors 
affecting the shape of the liquid sheet is examined. The results 
suggest that the surface tension of liquid is predominant in 
determining the shape of the liquid sheet. 

2 Spray Flow Field and Experiments 

The outline of the experimental apparatus used in this study 
is shown in Fig. 1. A pressure-swirl atomizer (Delavan type-
A, 0.5 GPH, 60 deg nominal spray angle) is set up vertically 
upward on the nozzle support (20 mm outer diameter). Water 
is injected from this atomizer. The liquid injection pressure is 
0.686 MPa. This injection pressure is almost the same as the 
recommended value (100 psi). The flow rate of water is 4.5 X 
10"^ m'/s (27 cm^/min). A free air jet having an almost flat 
velocity distribution (3.5 m/s) issues out through the coaxial 
air nozzle (40 mm inner diameter). The tip of the spray nozzle 
is flush with that of the air nozzle. Hereafter, x denotes the 
axial distance from the atomizer orifice and r denotes the radial 
distance from the axis of symmetry. 

To investigate the behavior of the droplets, simultaneous 
measurements of size and velocity are made using a phase-
Doppler anemometer. The light source is a He-Ne laser (35 
mW light power). The throat diameter of laser beams at the 
measuring point is 300 /im. The receiving optics is at 0 = 30 
deg of observing angle. The integrated lens (4) in the receiving 
optics forms the window array for three detectors methods. It 
is well known that good resolution and a wide dynamic range 
can be achieved with three detectors in a particle sizing system. 
In the present optical setting, the phase sensitivity against drop
let diameter is approximately 7 degZ/î m. The dynamic range of 
particle sizing sufficiently covers the minimum and maximum 
diameters found in the present experiment. Three Doppler sig
nals from a droplet are digitized and stored in the memories, 
and then, the stored wave data are processed by a personal 
computer equipped with a DSP transputer. The time length of 
data transferred to the DSP is adjusted according to the fre
quency of Doppler signal. As a result, the dynamic range of 
velocity measurement is 0.03 m/s ~ 25 m/s. The lens (N) and 
the photo multiplier tube (PMT) behind that lens can count the 
frequency of droplets that pass through the measuring volume 
by detecting the light scattered by the droplets. 

Figure 2 shows an example of the instantaneous shape of the 
liquid sheet found at the orifice of the pressure-swirl atomizer 
operating under the condition mentioned above. This photo
graph was taken with a flash of the Nd-YAG pulse laser. For 
determining the average shape of the liquid sheet, many similar 
photographs were taken. On each photograph, the radial position 
of the ridge of the liquid sheet was measured in several cross 
sections specified at regular interval of 0.5 mm. From the ob

tained data, the probability distribution of radial position of the 
liquid sheet in each cross section is deduced and is displayed 
as histogram in Fig. 3. The radial position is classified by the 
class width of 0.5 mm. The base line of each histogram corre
sponds to the axial location of the cross section and the height 
of each vertical bar is proportional to the probability. The round 
marks in Fig. 3 indicate the breakup points on the ridge of the 
liquid sheet. The curve in Fig. 3 indicates the average shape 
of the liquid sheet by smoothly connecting the average radial 
positions in different cross sections. The averaged location of 
the breakup point is inferred to be x = 3 mm and r = 2.2 mm. 
We define the angle of inclination of the liquid sheet as the 
angle from the vertically upward line. The angle of inchnation 
of the averaged shape of the liquid sheet is 45 deg at the atom
izer orifice, and the angle of inclination becomes small up to 
20 deg at A: = 3 mm. 

3 Numerical Simulation Method 

Various kinds of numerical simulation methods for predicting 
spray flows have been developed (Sirignano, 1993; Faeth, 
1987). Here, we carry out numerical simulations and compare 
the predicted results with the experimental results. The funda
mental equations are the transient Eulerian equations for the 
compressible gas in cylindrical coordinates and the Lagrangian 
equation for the droplets (O'Rourke, 1981). Evaporation is 
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Fig. 3 Probability distribution of radial position of the ridge of the liquid 
sheet and the average shape of the liquid sheet 
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Fig. 4 Initial size distribution of droplets deduced from the measure
ments in a cross section of x = 15 mm 

neglected in the present simulation. Therefore, the fundamental 
equations include (1) the conservation equations of mass, mo
mentum, and energy for the gas, (2) the fc - e transport equa
tions for turbulent kinetic energy and its dissipation rate, (3) 
the exchange rate of momentum between gas and droplets, and 
(4) the state equation of the gas. 

Other auxiliary equations are (1) the equation to determine 
the drop collision frequency and the equation to determine the 
coalescence probability of droplets (O'Rourke, 1981) and (2) 
the equation to determine the secondary breakup of droplets. 

All equations are solved in fully coupled form as a transient 
problem from the initiation of injection, until steady state is 
attained. After that, droplets are sampled numerically for col
lecting the information about velocity and size of the droplets 
that pass through the control volume. 

The computer code is based on the computational method by 
O'Rourke (1981) and it has been confirmed that the code gives 
satisfactory predictions about transient sprays (Takagi, 1991). 
That computer code is extended in the present study to deal 
with the existence of the Uquid sheet. The liquid sheet is treated 
as a moving thin wall. This wall prevents the air from passing 
through it as the realistic liquid sheet does. The average shape 
of the liquid sheet determined by experiments (refer to Fig. 3) 
is incorporated as given boundary conditions. The domain of 
computation was composed of numerous rectangular cells, in 
the original code (O'Rourke, 1981). To incorporate the liquid 
sheet easily into rectangular cell systems, cell size is adjusted 
so that the corners of the relevant cells coincide with the average 
shape of the liquid sheet. Therefore each relevant rectangular 
cell is divided into two right-angle triangles, for which conser
vation law is appUed considering the fluxes on only two sides 
except the hypotenuse. The boundary conditions on the liquid 
sheet are handled with the wall function method. In that situa
tion, a resultant velocity vector composed of two velocity com
ponents existing on two orthogonal sides of right-angle triangle 
is naturally parallel to the liquid sheet, due to the principle of 
continuation. Wall function method is applied by using this 
resultant velocity. 

The speed of the liquid sheet is assumed to be 16 m/s and 
the initial conditions of droplets are assumed as follows. All 
droplets start from the tip of the liquid sheet, that is, x = 3 mm 
and r = 2.2 mm. The average value of the initial speed of 
droplets is 16 m/s and their probability distribution fit the nor
mal distribution whose standard deviation is 2.5 m/s. The princi
pal direction of the initial velocity of droplets is 20 deg in half 
cone angle. The initial direction of individual droplets fluctuates 
according to the normal distribution whose standard deviation 
is 10 deg. These values of average speed and principal direction 
and the standard deviations are estimated from the experiment. 
The initial size distribution of droplets was deduced from the 
measurements of size distribution and frequency of droplet pas
sage at various radial locations in a cross section of x = 15 
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Fig. 5 Predicted velocity field of the air under the existence of liquid 
sheet and droplets 

mm. Figure 4 illustrates the initial size distribution deduced in 
such way. 

4 Behavior of Droplets 
Figure 5 shows the predicted velocity field of the air under 

the existence of the liquid sheet and the spray droplets whose 
input conditions are as mentioned above. A recirculation zone 
is formed inside the cone of the liquid sheet. High velocity 
values are found on both sides of the liquid sheet. This indicates 
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Fig. 7 Predicted correlation between particle diameter and axial velocity 
component of droplets, corresponding to Fig. 6 

that the movement of the liquid sheet induces strong air stream 
on both sides of the liquid sheet. The air stream induced on the 
outside of the liquid sheet turns inward as it goes beyond the 
tip of the liquid sheet. Then, it flows into the rear of the recircu
lation zone. This air stream from the outside of the liquid sheet 
acts as a strong side wind for the droplets immediately after 
disintegration. 

Figure 6 illustrates the experimental correlation between par
ticle diameter and axial velocity component of the droplets that 
pass through the measuring points in a cross section of ;c = 30 
mm. This figure contains the examples of correlation observed 
in the central (r = 0 mm), middle (r = 8 mm), and edge region 
(r = 16 mm) of the spray. These data are obtained using a 
phase-Doppler anemometer mentioned above. One dot on the 
figure corresponds to one droplet. Each measuring point con
tains 5000 size-velocity data pairs. These correlation data show 
the following tendencies. Size and axial velocity component of 
droplets are correlated fairly well. The larger droplets have 
higher axial velocity component and greater variance of axial 
velocity component than the smaller droplets. These tendencies 
are recognizable in all three positions referred to in Fig. 5, 
irrespective of radial distance from the central axis. On the 
central axis, small droplets (:s25 pm) represent a large propor
tion of the total number of droplets passing through that loca
tion, and the variance of velocity of such small droplets is 
comparatively small. As a result, a remarkably dense crowd of 
dots is found. On the other hand, such characteristics are not 
so obvious in the edge region of the spray. In addition, the 
above-mentioned tendencies can be noticed also in an upstream 
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Fig. 8 Experimental size distribution of droplets that pass through the 
measuring points. Upper, middle, and lower parts correspond to the 
cross section of x = 15, 30, and 50 mm, respectively. 

cross section of.« = 15 mm, and also in several downstream 
cross sections up to A: = 70 mm, though the data are not shown 
here. 

Figure 7 shows the predicted correlation between size and 
axial velocity component of the droplets observed at the loca
tions corresponding to Fig. 6. The above-mentioned tendency 
about the experimental correlation between droplet size and 
axial velocity component can be found also in these predicted 
results. For example, the larger droplets have the greater vari
ance of axial velocity component as shown in Fig. 7. 

The initial conditions of droplet velocity affect the relation
ship between droplet size and the variance of axial velocity 
component. If it is assumed that all droplets have the same 
initial velocity (both speed and direction) at the breakup, such 
trial computation gives greater variance of axial velocity com
ponent to small droplets than to large droplets. This tendency 
found in the prediction based on such very simple spray input 
condition is quite the opposite of the experimental results shown 
in Fig. 6. Consequently, it can be said that such simplified spray 
input condition is inadequate for predicting the relationship be
tween droplet size and the variance of velocity. 

Figure 8 shows the experimental size distributions of the 
droplets passing through each radial position. Droplets is classi
fied by regular intervals of 5 //m and the size distributions 
are displayed in terms of number fraction. The positions of 
measurement are placed at regular intervals in each cross sec
tion. The most inner position is placed on the central axis and 
the most outer position approximately corresponds to the edge 
of the nominal spray cone angle in each cross section. The size 
distribution measured over three cross sections (x = 15, 30, 
and 50 mm) is displayed in Fig. 8. 

Paying attention to the size distributions in the cross section 
of ;i: = 15 mm, the size distribution on the central axis (r = 0 
mm), and that in the edge region (r = 8 mm, for example) 
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Fig. 9 Predicted size distribution of dropiets, corresponding to Fig. 8 

overlap each other over a fairly wide range of droplet size. On 
the other hand, in the cross section of j ; = 50 mm, the size 
distribution on the central axis (r = 0 mm) and that in the edge 
region (r = 28 mm) scarcely overlap each other. Thus, the 
difference in size distribution profile between the central and 
edge regions becomes more and more clear while the droplets 
penetrate toward the downstream cross section. In other words, 
classification of droplets by size proceeds with the distance from 
the atomizer. 

Figure 9 shows the predicted size distribution at the locations 
corresponding to Fig. 8. We pay attention to the diameter at 
which probability takes the maximum value and the diameter 
at which probability starts to rise steeply. These characteristic 
diameters show almost the same value both in the experimental 
and numerical results. Thus, the numerical simulation can pre
dict well the classification of droplets by size. 

For examining the effect of the existence of the liquid sheet 
on droplet dispersion, trial computation is carried out, neglect
ing the existence of the liquid sheet. In this trial computation, 
the spray flow under the steady state is computed, as the first 
stage, based upon the assumption that injected liquid is already 
broken up into droplets at the atomizer orifice. In the next 
stage, the behavior of droplets is computed and the numerical 
sampling of droplets is carried out in the cross section of x = 
15 mm. It is assumed for numerical sampling of droplets that 
the all droplets start from the average breakup point (x = 3 
mm, r = 2.2 mm), and the initial conditions of droplets (size 
distribution, average velocity, and variance of velocity) are the 
same as the main computation. 

Figure 10 shows the size distribution of droplets in the cross 
section of ;c = 15 mm obtained in this trial computation neglect
ing the liquid sheet. Comparing this result with the correspond
ing results obtained from the main computation incorporating 
the existence of the liquid sheet (the lowest part of Fig. 9) 
and the experimental result (the lowest part of Fig. 8), the 
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Fig. 10 Size distribution of droplets in a cross section of x = 15 mm 
obtained in tlie trial computation neglecting the liquid sheet 

classification of droplets by size is much more retarded in this 
trial computation than in the experimental results or in the main 
computation. 

The air flow field predicted in this trial computation indicates 
that the air flows inwardly through the opening among droplets 
even at the vicinity of the atomizer orifice where the liquid 
sheet would exist in the realistic situation. This air entrained at 
the vicinity of the atomizer orifice flows along the central axis. 
Therefore, the air flowing near the starting point of droplets {x 
= 3 mm, r = 2.2 mm) does not go up to the vicinity of the 
central axis. As a result, the side wind near the starting point 
of droplets is much weaker than the case incorporating the 
existence of the liquid sheet as illustrated in Fig. 4. Tracing the 
predicted locus of droplets of various sizes about both computa
tions considering or neglecting the liquid sheet, it is noticed 
that the strong air stream induced by the movement of the liquid 
sheet selectively carries smaller droplets into the vicinity of the 
central axis and plays an important role in the classification of 
droplets by size. Consequently, it can be said that the classifica
tion of droplets by size, especially near the starting point of 
droplets, is not properly predicted if the existence of the liquid 
sheet is neglected. 

Figure 11 shows the radial profiles of the size-classified mean 
axial velocity of droplets. The experimental results indicate the 
following tendency. The averaged axial velocity of small drop
lets takes the maximum value at the central axis and decays 
monotonously toward the outer region. This tendency can be 
found in all cross sections. Even large droplets show similar 
tendency in downstream cross section. The larger droplets have 
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Fig. 11 (b) Predicted results 

Fig. 11 Radial profiles of the size-classified mean axial velocity of drop
lets. Left, middle, and right parts correspond to the cross section of 
X = 15, 30 and 50 mm, respectively. 
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Fig. 12 Spatial distributions of Sauter mean diameter of the droplets 
that pass through the measuring points 

higher velocity than the smaller droplets. In a cross section of 
X = 50 mm, droplets belonging to two size classes of D = 35 
~ 40 jim and D = 65 ~ 70 fim have almost the same value 
of mean axial velocity. The corresponding numerical results 
show the same tendency and are in quantitative agreement with 
the experimental results. 

Figure 12 shows the spatial distributions of Sauter mean di
ameter of the droplets that pass through the each location. Sauter 
mean diameter increases with the radial distance from the cen
tral axis. This tendency can be noticed in every cross section. 
The predicted results correspond closely with the experimental 
results. 

5 Shape of Liquid Sheet 
As shown in Fig. 3, the ridge of the averaged shape of the 

hollow liquid sheet is not straight and the cone angle of the 
liquid sheet decreases with the distance from the atomizer ori
fice. The reason for the decrease in cone angel can probably be 
attributed to the effects of (1) the surface tension of liquid, (2) 
the static pressure applied on both sides of the liquid sheet, and 
(3) the deceleration of the liquid sheet due to the shear stress 
exerted from the adjacent air. Though it is hardly possible to 
measure the static pressure applied on the inner surface of the 
liquid sheet and the shear stress on the liquid sheet surface 
exerted from the adjacent air, the numerical simulations carried 
out in this study let us know the distributions of such pressure 
and shear stress. 

Here, the theoretical shape of the liquid sheet is calculated 
incorporating these three effects. At the beginning of the theo
retical approach, it is assumed for simplicity that the shape of 
the liquid sheet is symmetrical with respect to the central axis. 
Then, the motion of a fluid element is discussed within the 
plane of symmetry. 

The equation of motion for a fluid element is deduced as 
follows. The theory of strength of materials applied to a conical 
thin shell vessel gives the relationship between the tensional 
stress of shell material in tangential direction (hoop stress) and 
the net internal pressure applied on the conical shell. 

P-R 

h•cos 9 
(1) 

Here, a is the hoop stress, P is the net internal pressure of the 
vessel, R is the radial distance from the central axis to the shell, 
h is the thickness of the shell, and 6 is the half cone angle of 
the vessel. Although the tensional stress never appears in the 
liquid, the effect of surface tension of a conical thin liquid sheet 
is similar to that of the hoop stress of a conical thin shell vessel. 
Therefore, it is convenient to covert the surface tension to an 
imaginary hoop stress. As the surface tension appears on both 
sides of the liquid sheet, the surface tension on the liquid sheet 
a^ is related to imaginary hoop stress at,,, as follows. 

2a, = h-ai„ (2) 

Substituting a in Eq. (1) by CT,-,,, in Eq. (2), the effect of surface 
tension cr, can be converted to an internal pressure as follows. 

2(T, • cos d 

R 
(3) 

This internal pressure, however, is the imaginary pressure that 
would balance with the effect of surface tension. In actuality, 
the effect of surface tension acts like an external pressure and 
gives the fluid element inward acceleration perpendicular to the 
liquid sheet. Also, the difference of the static pressure on both 
sides of the liquid sheet leads to the acceleration in the same 
direction. Denoting the density of the liquid by p and the static 
pressure applied on the outer and inner surface by P„„ and /",„, 
respectively, the inward acceleration perpendicular to the liquid 
sheet a„ is given by 

a„ 
1 / 2a-, • cos 6 

p • h R 
+ Po. (4) 

Second, the shear stresses exerted from the adjacent air give 
the fluid element the acceleration parallel to the tangent line. 
Internal stress due to the liquid viscosity also induces accelera
tion in the same direction. Denoting the distance along the liquid 
sheet by s, time by t, the shear stress exerted in the direction 
of positive .? by T and the speed of the fluid element by u, the 
acceleration along the liquid sheet a,, is given as follows, 
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Fig. 13 Predicted shape of the liquid sheet, compared to the experimen
tal average shape 
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(5) 

Here, jj. denotes the laminar viscosity of the liquid, but the influ
ence of the internal stress due to liquid viscosity is negligible. 

Integrating Eqs. (4) and (5) in coupled form with respect to 
time f, velocity and locus of the liquid element can be calcu
lated. The initial speed of the liquid sheet is assumed to be 16 
m/s and the thickness of the liquid sheet h is determined on the 
way of calculation from the volumetric flow rate Qv, speed of 
the liquid sheet u and the radius of the liquid sheet R as follows. 

Qv 
ITTRU 

(6) 

It is confirmed on the way of calculation, that the deceleration 
parallel to the liquid sheet due to shear stress is small and the 
effect on the shape of the liquid sheet is negligible. Figure 13 
shows the predicted shape of the liquid sheet together with 
experimental results (Fig. 3) . Predicted shape-1 includes only 
the effect of surface tension. Predicted shape-2 includes the 
effect of surface tension and the static pressure. Predicted shape-
1 agrees well with the averaged shape acquired from the experi
ment. In addition, the effect of static pressure is much smaller 
than that of surface tension. Therefore, it can be said the surface 
tension of liquid is predominant in determining the shape of 
the liquid sheet. 

6 Summary 
Experimental and numerical investigations were made on the 

behavior of droplets in a hollow-cone spray paying attention to 
the liquid sheet formed at the atomizer orifice. Comparisons 
between experiments and simulations and the theoretical evalua
tion of the liquid sheet shape suggest the following. 

(1) The movement of the liquid sheet induces strong air 
stream on both sides of it. The air stream induced on the outside 
of the liquid sheet flows inwardly into the rear of the recircula
tion zone that is formed because of the existence of the liquid 
sheet. 

(2) This inward air stream induced by the liquid sheet acts 
as a strong side wind against the droplets immediately after the 
breakup of the liquid sheet. This stream transfers selectively 
small droplets into central region and plays an essential role in 
the progress of the classification of droplets by size. 

(3) The numerical simulation predicts well the behavior of 
the droplets such as velocity, size distribution, and correlation 
between size and velocity in the hollow-cone spray by consider
ing the existence of the liquid sheet. 

(4) The shape of the hollow-cone liquid sheet is predomi
nated by surface tension of liquid. The influence of the static 
pressure applied on the surface is much smaller. 
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Ttie TAR Model for Calculation 
of Droplet/Wall Impingement 
In this paper, we present a new model, called the TAR model, for calculation of 
droplet/wall impingement. Using this model, we find that the critical Weber number 
for rebound is not a constant. It varies with the droplet radius. For large drops, the 
critical Weber numbers and rebound velocities predicted by the TAR model agree 
with experimental results very well. Whereas, the predicted hydrodynamic behavior 
of small droplets is very different from that of large drops. This conclusion is signifi
cant for modeling engine spray/wall interaction. 

1 Introduction 
At present, as engines become compact and the combustion 

chamber cavity in the piston becomes correspondingly small, 
spray/wall impact is inevitable. Because liquid fuel is intro
duced into the combustion chamber as a spray of droplets, more 
and more researchers are attracted to drop-wall interaction. 
Wachters and Westerling (1966) carried out an experimental 
study of drop-wall interaction, in which water drops (about 1 
mm in radius) impinging on a hot polished metal surface 
(~400°C) were photographed using a stroboscope. It was ob
served that a droplet would either rebound or breakup depending 
on the approaching Weber number. They found that for different 
liquids, the critical value of Weber number, We„, is a constant 
around 40. This was confirmed by other researchers, (e.g., Akao 
et al., 1980, Araki and fVIoriyama, 1982). In recent years, Naber 
and Reitz (1988), Naber et al. (1988), Shih and Assanis 
(1991), Wang and Watkins (1993), and Park and Watkins 
(1996) published their models for spray/wall impingement, 
which are based on these experimental results and have been 
incorporated in multidimensional computer codes. But these 
models suffer from two major drawbacks. First, the experiments 
noted above were carried out with large drops (about 1 mm in 
radius), but in a diesel engine, the Sauter mean radius of spray 
droplets is very small (about 5 ~ 30 pro). Evidence is not 
sufficient for extending this conclusion to small droplets. Sec
ond, the effects of liquid viscosity are not considered. Thus the 
relationship between departure velocity and arrival velocity is 
uncertain. Therefore, these models are adjusted more or less to 
achieve a reasonable agreement with experiments. For example, 
Shih and Assanis (1991) let We„ vary from 200 to 800 in their 
model, and they noted that when We^r = 370, modeling result 
is satisfactory. In the model proposed by Naber et al. (1988), 
a normal velocity component of 0-34 percent (randomly cho
sen) of the arrival velocity was imposed on the departure drop
lets. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
January 11, 1997; revised manuscript received March 3, 1998. Associate Technical 
Editor: F. Giralt. 

The purpose of this paper is to present a theoretical model for 
droplet/wall impingement. The model is based on an analogy 
suggested by Taylor. We call this model the TAR (Taylor Anal
ogy Rebound) model. The TAR model has several advantages 
over previous models. First, it predicts that there is not a con
stant critical Weber number for rebound. The Weber number is 
only a dimensionless measure of the relative importance of 
inertia force which distorts a drop to the surface tension force 
which restores sphericity. Whether or not a drop rebounds from 
the wall depends on the process of its deformation on the wall. 
Second, the effects of liquid viscosity are considered. Although 
these effects are negligible for large drops, liquid viscosity can 
significantly affect the deformation of small droplets. Third, for 
large drops, the model gives critical Weber numbers which 
agree well with experiments, and predicts the normal velocity 
component of a rebounding droplet after impingement and the 
residual time on the wall. 

In following sections we present the equations used in the 
TAR model. These equations contain two dimensionless param
eters which are determined by theoretical and experimental re
sults. It is shown next how the model predicts the departure 
Weber number, the critical Weber number, and the residual 
time. For large drops, the model gives similar critical Weber 
numbers with experiments, but the residual time is different. 
We give some possible reasons for the discrepancy. 

2 The TAR Model Equations 
Taylor (1963) has suggested an analogy between an oscillat

ing and distorting droplet and a spring-mass system. Based on 
this suggestion, O'Rourke and Amsden (1987) proposed the 
TAB (Taylor Analogy Breakup) model for calculation of spray 
droplet breakup, which was successfully incorporated in the 
KIVA-II code. We extend the Taylor analogy to the process of 
droplet/wall impingement. The dynamic behavior of a droplet 
impinging on a wall is assumed to be similar to the motion of 
a spring-mass system impinging on the wall. Bai and Gosman 
(1995) identify seven regimes for the droplet/wall impact. Gen
erally, the seven regimes can be divided into three types (Wang 
and Watkins, 1993, see Fig. 1), namely. 
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Fig. 1 The process of droplet/wall impingement is analogous to the 
motion of a spring-mass system impinging on the wall 

(a) Rebound, in which an incident droplet bounces off the 
wall after impingement, which is similar to a spring-mass sys
tem rebounds from the wall; 

(b) Breakup, in which an impinging drop breaks up and 
shatters into some smaller drops, which corresponds to the case 
that strong impaction causes the spring to break; 

(c) Stick, in which an arrival droplet sticks to the wall and 
spreads out to form a wall film, as a spring-mass system in 
over-damped case. 

The equation of a damped spring-mass system is 

mx + ex + kx = F (1) 

where we take x to be the displacement of the top point of a 
droplet from its equilibrium position. In this paper, we only 
consider the case that the wall temperature is above the liquid's 
Leidenfrost temperature. As demonstrated by Chandra and 
Avedisian (1991), and Anders et al. (1993), at such high sur
face temperature, liquid evaporates so fast that the vapor gener
ated between the impinging droplet and the hot wall can prevent 
droplet/wall contact. Therefore, the gravity and the wetting 
forces are negligible in this case, i.e.. 

f = 0. (2) 

In accordance with the Taylor analogy, the restoring force of 
the spring is analogous to the surface tension forces, thus, 

k _ a 
— — t-t —T 
m pr 

(3) 

where a is the gas-liquid surface tension coefficient, p is liquid 
density, r is the droplet radius, and Q is a dimensionless param
eter. Lamb (1932) gave 

G = (4) 

The damping force is caused by liquid viscosity and is esti
mated through a simple model used by Chandra and Avedisian 
(1991), who presented that after impingement, when the droplet 
is flattened out in the shape of a disk (see Fig. 2) , the dissipated 
energy E^, can be determined as. 

<j)dVdt « 4>yte (5) 

The dissipation per unit volume of the fluid is given by 

(6) 

where ^ is the liquid viscosity, u is the normal component of 
incident velocity, h represents the height of the disk, and t^, the 
time for deformation is estimated by t^ ^ 2rlu. When the 
droplet is flattened out in the shape of a disk, the volume of 
the fluid, V, is 

V = 7r«'/j, (7) 

where R is the radius of the disc. 
Combiiung Eqs. ( 5 ) - ( 7 ) , introducing 0 = Rlr, the dissi

pated energy is obtained, 

E,i = 3Tr fxu/3*r^ (8) 

In the TAR model, after considering droplet deformation, the 
dissipated energy is 

cxdx =i 
Jo 

cupr. 

In conjunction Eq. (8) with (9) , one obtains 

,3 M 

m 4 pr 

Akao et al. (1980) gave a correlation of /3, 

0 = 0.612(2We,„)°38^ 

(9) 

(10) 

(11) 

where Wei„ = pru^la, is the incident Weber number. However, 
Stow and Hadfield (1981) argued that the relation between (5 
and We,„ is very weak. Therefore, within experimental resolu
tion, P is considered to be proportional to (Wcin)'" 

P = 0.612(2Wei„)'". 

Substituting Eq. (12) into Eq. (10) gives 

pWe,„ 

m 
= C/ 

pr 

(12) 

(13) 

where Q = 1.03, is a dimensionless parameter. 
Obviously, the impinging droplet breaks up if and only if x 

> 2r. Before solving Eq. (1) , we nondimensionalize A: by 2r. 
Letting); = x/2r, and using Eqs. (2) , (3) and (13) in (1) gives 

pr pr 
(14) 

with breakup occurring if and only if y > 1. This is the equation 
we use in our model. For a certain incident velocity, «, the 
initial conditions of Eq. (14) are 

y(0) = 0, and y(0) = 
2r 

(15) 

Fig. 2 Flattened droplet 
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The .solution to Eq. (14) is 

v (0 = e "'•! sin cut, (16) 

where 

l ' pr^ ' 

= ^ _ J. 
(17) 

This completes the derivation of the TAR model. In next 
section, an application of the model is demonstrated and the 
shortcomings are discussed. 

3 Application of the TAR Model 

3.1 Calculation of the Rebounding Weber Number. If 
the droplet bounces, the rebounding time is tr = -KILO, and the 
rebounding velocity of the droplet apex, u,, is 

u, = lr-y{t,) = u-e (18) 

Note that u, doesn't equal to «„b, the departure velocity. By 
means of experimental data (Wachters and Westerling, 1966), 
the ratios of rebounding Weber numbers to the predicted droplet 
apex Weber numbers are calculated and plotted as open circles 
in Fig. 3. The curve fit of these data is 

We, 
We, 

reb _ - c We, (19) 

Combining Eq. (19) with (18) gives 

We„b = We,, • e '^^'^'^ • e ~ ̂ .*^», (20) 

which is plotted in Fig. 4. Fairly good agreement is obtained. In 
range of low We,„ (5-15) , the overestimation may be attributed 
partly to Eq. (12), which is regressed for high We,„ (>15, see 
Akao et al., 1980), and partly to the nonlinear effects of viscos
ity on damping forces. Another deficiency is that Eq. (19) is 
obtained through curve fit of experimental data, C, = 0.1, and 
may be not generally adaptable. Theoretical validation is needed 
here. 

3.2 Prediction of Critical Weber Number. The TAR 
model predicts a critical velocity below which an incident drop
let would rebound from the wall. There are two cases for a drop 

4 

3 
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1 

Wereb 

/ ° 
I ° 

a° 
1° 

, 1 1 1 1 1 1 i W 

' T̂  / . ^ n \ 

Eq,(20) 
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^ . 1 Westerling's 
\ ^ i data (1966) 

1 _ V _ ^ _ 1 

' oV 
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1 1 

10 20 30 40 

Fig. 4 Relationship between incident Weber number and departure 
Weber number 

to deposit on the wall. One is the over damped case, i.e., w^ < 
0; another is drop breakup, that is, ŷ ax > 1- Correspondingly, 
there are two limiting velocities. 

The over damped limiting velocity, M„rf, and the limiting We
ber number, We„j, are determined by w^ s 0: 

( O h ) " ^ - - (21) 

and 

We„. = 
2VQ 

Crf • Oh ' 
(22) 

where Oh = fi/v pra is the Ohnesorge number. A droplet with 
a certain size (i.e., a certain Oh) will be over-damped and stick 
on the wall if its incident Weber number is higher than the Wê rf 
corresponding to its Oh. 

When oJt = 7r/2, Eq. (16) gives 

y(t) = >',mx = 
2wr 

(23) 

Wet 

0.1 

0.01 

0 

1 \ 1 

1 t^q.(iy) 

^ ! 0 rJtobf 
- - '̂  Ut -' 

^ \ t ' 

N. 1 1 

Jl\°.o,_ 1 
. „ . : ^ „ _ X c[ 1 

.. . . . . . L -• > . ' 

1 <& N T 

1 N. O 

Wein 
0 10 20 30 40 

Fig. 3 Relationship between Wer,b/We, and We,„ 

According to limiting condition y^„^ > 1, the breakup limiting 
parameters are 

(24) 

and 

where 

We,, = 4 C r ( l -t^')-e^^'^'-^' 

2vC, 
• We™ • Oh. 

(25) 

(26) 

A droplet will break up after impingement if its We,„ exceeds 
We,,. 

Therefore, the critical parameters for rebound are 

Ucr = mm(U„j, Uhr), (27) 
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and 

We„ = min(We„rf, We,,,). (28) 

Because Z, depends on «, or Wc;,, (see Eq. (26)), Eq. (24) and 
(25) are transcendent functions for Ui,r and Wei,r- The relation
ship between the critical parameters (We„, Ucr), and the droplet 
radius, r (or its Ohnesorge number), can not be represented by 
simple correlation's. In figure 5, the curve shows the predicted 
We„, and the open circles represent the measurements of 
Wachters and Westerling (1966). In Fig. 5, it is clearly shown 
that for large drops (low Oh), the We„ vary very slowly, and 
the predictions agree well with experiments. In fact, for low 
Oh, ^ - * 0 , andEq. (25) gives 

We„ WCi, « 4Cu = 32. (29) 

That is to say, for large drops, the critical Weber number 
is about a constant, 32, which is independent of the liquid 
properties (due to the effects of viscosity, the predictions of 
We„ is 34, but is still about a constant, as shown in Fig. 4 ) . 
This is in good agreement with experiments (Wachters and 
Westerling, 1966; Akao et al., 1980; and Araki and Moriy-
ama, 1982), in which the critical Weber number for several 
liquids is about 40. 

When droplet radius, r, decreases, the liquid viscosity sig
nificantly affects the hydrodynamic behavior of small droplets, 
and the critical Weber number is no longer a constant. When r 
£ To, the over damped case occurs. Therefore, for large and 
small drops, the reasons that droplets deposit on the wall are 
different. When r> rg, drop breakup is caused by inertia force. 
When r ^ ro, droplets stick on the wall because of the effects 
of Uquid viscosity. Thus the conclusion that the critical Weber 
number is a constant, which is drawn from experiments carried 
out with large drops, can not be used to small incident droplets. 

From Eqs. (23) and ( 25 ) , it can be concluded that the Weber 
number alone cannot describe the impinging process. Because 
of the effects of the liquid viscosity, the Ohnesorge number 
must be considered, or other dimensionless groups, e.g., the 
Reynolds number Re (Akao et al., 1980), and the Laplace 
number La (Bai and Gosman, 1995), could be used to substitute 
Oh through Oh = \/We/Re and Oh = L a - " ^ 

In Fig. 6, the solution of Eq. (28) is plotted in the We-
Oh plane. If Eq. (12) is generally appropriate, this curve is 
independent to liquid properties. It is shown in figure 6 that the 
transition Oh is about 0.02, which corresponds to 0.5 mm of 
radius for fuel droplet, and the critical Weber number is about 
250. As mentioned earlier, Shih and Assanis (1991) let We„ 
varies from 200 to 800 in their model, and they noted that when 
We„ = 370, the modeling result is satisfactory. It is evident 
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that the critical Weber number cannot be fixed as 40 in engine 
spray/wall impingement modeling. 

It must be pointed out that the quantitative results of the TAR 
model are derived on condition that the wall temperature is 
above the liquid Leidenfrost temperature, which is called the 
nonwetting regime by Naber and Farrell (1994). But the engine-
Uke conditions are in the wetting or transition regimes (Naber 
and Farrell, 1994). Therefore, the quantitative data of the model 
are inadequate to be used in a engine spray/wall impingement 
modeling, although these data seem plausible when compared 
with Shih and Assanis' model (1991). In wetting or transition 
regimes, the wetting forces should be important to the hydrody
namic behavior of the impinging droplet, and a dimensionless 
parameter to measure the relative importance of the wetting 
forces must be incorporated in the model. 

3.3 Prediction of Residual Time. When tot = TT, the 
droplet rebounds from the wall, the residual time of drop on 
the wall is 

_ TT 

to ClcC- 1 
(29) 

For large drops, llt^ « 0. From Eq. (26), 

tpp _ Ipr^ 
''' ~ '̂ •y CJa ~ ^y"8o^ ' 

Wachters and Westerhng (1966) gave 

(30) 

(31) 

which is measured as the departure time of the bottom of the 
water droplet with radius of about 1 mm. 

The prediction of the TAR model is only half of the experi
ment. This is caused by the definition that x is the displacement 
of the top point of a droplet. When the top point arrives its 
equilibrium position, the bottom of the droplet is still on the 
wall because of deformation. Therefore, the prediction of tr is 
less than experiment, and the relationship between the half pe
riod of the droplet apex and the departure time of the droplet 
bottom needs further examination. 

4 Conclusion 
Based on the analogy suggested by Taylor, the TAR model 

for calculation of droplet/wall impingement is presented, in 
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which, the effects of liquid viscosity are considered. According 
to the calculation of the model, the following conclusions can 
be drawn. 

(1) The Weber number alone is inadequate to determine 
rebound/breakup boundary of droplet/wall impact. Due to the 
effects of the liquid viscosity, the Ohnesorge number (or Reyn
olds number) should be considered. 

(2) For large drops (little Ohnesorge numbers), the model 
gives fairly good predictions of the critical Weber numbers. 
For small droplets, the model indicates that the critical Weber 
numbers are much higher than large ones, which needs experi
mental validations. 

(3) The model is derived from the condition that the surface 
temperature is above the liquid's Leidenfrost temperature, 
which rarely happened in an IC engine (Naber and Farrell, 1993, 
and Nagaoka et al., 1994). It is arbitrary to use its predictions to 
engine-like conditions. But the hydrodynamics of impinging 
droplets is similar in any condition, the conclusions (1) and 
(2) are still instructive for modeling engine spray/wall impinge
ment. Further theoretical and experimental investigations, such 
as the effects of the wetting forces, the relationship between 
departure velocity of a whole droplet and the velocity of the 
top point, and the pattern of breakup after impingement, are 
needed to refine the model for adaptability in more conditions. 

Acknowledgment 
The authors wish to express their grateful appreciation to 

Professor G. D. Jin for his helpful comments. 

References 
Akao, F., Araki, K., Mori, S., and Moriyama, A., 1980, "Deformation Behav

iour of a Liquid Droplet Impinging onto a Hot Metal Surface," Transactions of 
Iron and Steel Institute of Japan, Vol. 21, pp. 737-743. 

Anders, K., Rath, N., and Frohn, A., 1993, "The Velocity Change of Ethanol 
Droplets during Collision with a Wall Analyzed by Image Processing," Experi
ment of Fluids, Vol. 15, pp. 91-96. 

Araki, K., and Moriyama, A., 1982, "Deformation Behaviour of a Liquid 
Droplet Impinging on a Hot Metal Surface," International Conference on Liquid 
Atomization and Spray Systems (ICLASS-82), University of Wisconsin. 

Bai, C , and Gosman, A. D., 1995, "Development of Methodology for Spray 
Impingement Simulation," SAE Journal of Engines, Vol. 104, pp. 550-568. 

Chandra, S., and Avedisian, C. T. 1991, "On the Collision of a Droplet with 
a Solid Surface," Proceedings of Royal Society (London), Series A432, pp. 13-
41. 

Lamb, H., 1932, Hydrodynamics, Dover Publication, New York. 
Naber, J. D., and Reitz, R. D., 1988, "Modeling Engine Spray/Wall Impinge

ment," SAE Journal of Engines, Vol. 97, pp. 118-140. 
Naber, J., Enright, B., and Farrell, P. V. 1988, "Fuel Impingement in a direct 

Injection Diesel Engine," SAE journal of Fuels and Lubricants, Vol. 97, pp. 
430-443. 

Naber, J. D., and Parrel, P. V. 1993, "Hydrodynamics of Droplet Impingement 
on a Heated Surface," SAE Journal of Engines, Vol. 102, pp. 1346-1361. 

Nagaoka, M., Kawazoe, H., and Nomura, N., "Modelling Fuel Spray Impinge
ment on a Hot Wall for Gasoline Engines," SAE Journal of Engines, Vol. 103, 
pp. 878-896. 

O'Rourke, P. J., and Amsden, A. A., 1987, "The Tab Method for Numerical 
Calculation of Spray Droplet Breakup," Society of Automotive Engineers Paper. 
No. 872089. 

Park, K., and Watkins, A. P., 1996, "Comparison of Wall Spray Impaction 
Models with Experimental Data on Drop Velocities and Sizes," International 
Journal of Heat and Fluid Flow, Vol. 17, pp. 424-438. 

Shih, L. K., and Assanis, D. N., 1991, "Implementation of a Fuel Spray Wall 
Interaction Model in KIVA-II," SAE Journal of Engines, Vol. 100, pp. 1498-
1512. 

Stow, C D . , and Hadfield, M. G., 1981, "An Experimental Investigation of 
Fluid Flow Resulting from the Impact of a Water Drop with an Unyielding Dry 
Surface," Proceedings of Royal Society (London), Series A373, pp. 419-441. 

Taylor, G. I. 1963, "The Shape and Acceleration of a Drop in a High Speed 
Air Stream," The Scientific Papers ofG. I. Taylor, G. K. Batchelor, ed.. Vol. Ill, 
University Press, Cambridge. 

Wachters, L. H. J., and Westerling, N. A. J., 1989, "The Heat Transfer from a 
Hot Wall to Impinging Water Drops in the Spheroidal State," Chemical Engi
neering Science, Vol. 21, pp. 1047-1056. 

Wang, D. M., and Watkins, A. P., 1993, "Numerical Modeling of Diesel Spray 
Wall Impaction Phenomena," International Journal of Heat and Fluid Flow, Vol. 
14, No. 3, pp. 301-312. 

Journal of Fluids Engineering SEPTEMBER 1998, Vol. 120 / 597 

Downloaded 03 Jun 2010 to 171.66.16.146. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Chi-Chuan Hwang 
Professor, 

Department of Mectianical Engineering, 
Ctiung Yuan University, 

Ctiung-Li, Taiwan 32023 

Chaur-Kie Lin 
Associate Professor, 

Department of IVIectianical Engineering, 
Ctiien Hsin Coliege of Tectinology 

and Commerce, 
Ctiung-Li, Taiwan 

Da-Chih Hou 
Department of Electronic Engineering, 

Ctiung Yuan University, 
Ctiung-Li, Taiwan 32023 

Wu-Yih Uen 
Associate Professor, 

Department of Eiectronic Engineering, 
Cfiung Yuan University, 
Ctiung-Li Taiwan 32023 

Jenn-Sen Lin 
Associate Professor, 

Department of Meclianical Engineering, 
Lien Ho Coliege of Tectinology 

and Commerce, 
Mial-LI, Taiwan 360 

Nonlinear Rupture Theory of a 
Thin Liquid Film With Insoluble 
Surfactant 
Effects of insoluble surfactant on the dynamic rupture of a thin liquid film coated on 
a flat plate are studied. The strong nonlinear evolution equations derived by the 
integral method are solved by numerical method. The results show that enhancing 
(weakening) the Marangoni effect (the surface diffusion effect) will delay the rupture 
process. Furthermore, the rupture time predicted by the integral theory is shorter 
than that predicted by the long-wave expansion method. In addition, the quantitative 
difference in the rupture time predicted by two models enlarges with the increase of 
Marangoni effect, however, without obvious change as the diffusion effect increases. 

1 Introduction 
IVIuch attention has been paid to the hydrodynamic stability of 

thin liquid films for their widespread applications in mechanical, 
chemical, and biomedical engineering, and so on. When the 
thickness of a liquid film is thinner than 1000 A, the film will 
be unstable due to the van der Waals potential (VDWP) (Shel-
udko, 1967) and show a tendency to rupture. To study this 
rupture process, Ruckenstein and Jain (1974) have applied a 
linear stability analysis to a system composed of a thin Uquid 
film coated on a plate. However, a linear analysis failed to 
follow the dynamics of the instability of a thin film with finite 
amplitude. Subsequently, a nonlinear method that is based on 
the long wave instability theory (William and Davis, 1982; 
Sharma and Ruckenstein, 1986; Hwang et al., 1993) was pre
sented with the nonlinear evolution equations being derived 
asymptotically from the Navier-Stokes equations. Furthermore, 
Burelbach et al. (1988) showed that the rupture time is reduced 
by 25 percent over the Williams and Davis result if a finer 
computational grid is used. While, in the nonlinear analysis, 
two effects were reported to influence the rupture process, i.e., 
the nonlinearity in both the surface tension and VDWP that 
would accelerate the rupture process. Additionally, the inertia 
could increase the instability of the thin films, while the other 
high-order dissipation terms decrease it (Chen and Hwang, 
1994; Hwang etal., 1996). 

In addition, there have also been some research concerning 
the spreading of surfactants added to the thin films (Borgas and 
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Grotberg, 1988; Gaver III and Grotberg, 1990; Troian et al., 
1990; Jensen and Grotberg, 1992; Jensen and Grotberg, 1993; 
Gaver III and Grotberg, 1992). When nonuniformly distributed 
surfactants are deposited as a monolayer on the surface of a 
thin film, the resulting gradients of the surface tension make 
liquid flow and consequently induce the surfactants to spread. 
Effects of insoluble surfactant on the nonUnear rupture process 
of a free film and a coating film on a plate have been studied 
by De Wit et al. (1994), who extended the formulation and the 
methodology used by Erneux and Davis (1993). 

In some research (Brogas and Grotberg, 1988; De Wit et 
al., 1994), the order of the magnitude of the dimensionless 
parameters (e.g., the dimensionless surface tension and the di
mensionless Hamaker constant related to the strength of VDWP, 
etc.) are estimated to be large for retaining the main physical 
effects in the leading-order nonlinear evolution equations. How
ever, the magnitude of those dimensionless parameters for real 
materials (such as water and ethanol) is small. Therefore, some 
high-order terms (including inertia terms and viscous dissipa
tion terms (Hwang et al, 1996)) of the governing equations and 
boundary conditions, in which the above-mentioned parameters 
should be involved in, are usually neglected in those research. 
Hence, in the present work, first, the order of magnitude of each 
variable and parameter is adopted by considering the long-wave 
nature of the response and the small magnitude of the parame
ters themselves (Wilfiam and Davis, 1982). Then, the simpli
fied equations of motions and pertinent boundary conditions are 
formulated. Also, the high-order nonlinear contributions in the 
governing equations are considered. Finally, the integral method 
(Prokopiou et al., 1991; Alekseenko et al , 1991; Hwang et al., 
1996) is applied with a specific velocity profile to derive the 
nonlinear evolution equations. This velocity profile includes an 
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Fig. 1 A scliematic cross-sectionai view of a liquid film coated on a flat 
plate 

unknown function to correlate shear-stress balance boundary 
condition at the interface. In this study, the evolution equations 
are used to simulate the nonlinear rupture processes and the 
numerical analysis results obtained from the present model will 
be systematically compared with those derived by using long
wave model. 

2 Formulation 
The physical model for the present study is shown in Fig. 1. 

The liquid is a Newtonian viscous fluid having kinematic vis
cosity V and constant density p. In addition, we use the equilib
rium value To as a measuring unit for the concentration of the 
surfactant. Here, the gravity effect is neglected and only the 
effect of VDWP is investigated since a film that is thin to the 
degree of a micron is considered. Scaling the coordinate by the 
equilibrium thickness ho, time by hllv, velocity by viha, pres
sure by pv^lhl, and concentration of the surfactant by To, we 
have the resulting modified Navier-Stokes equations given by 

U, + UUx + WMj = —Pi — (t>x + Uxx + "zz ( 1 ) 

W, + UWx + WW^ = -p, - 0 j + W„ -H W,, ( 2 ) 

together with the continuity equation 

Ux + w^ = 0 (3) 

where u, w, and p are the surface diffusion coefficient of the 
surfactant, the dimensionless x-component velocity, the z-com-
ponent velocity and pressure, respectively. All the subscripts 
present in the equations given above denote partial derivatives. 
The VDWP, expressed by the potential function 4> vvhich de
pends on the film thickness, can be given by (De Wit et al., 
1994; Erneux and Davis, 1993) 

(f) = A{hy (4) 

where A is the dimensionaless Hamaker constant, A = A'/ 
(6'Khopi'^). 
The boundary conditions: 

at z = 0, 

u = w = 0 (5) 

at free surface, z = h(x, t), 

(«, + w j ( l -hl)-4uA0 +hl)-' 

= -MS.Cl + / i ? ) " " (6) 

-p + 2[(1 - hl)u, - hAu, + w,)](l + /2.?)-' 

= i:hAi+hly"' (7) 

r, + [(MD, + hAwr)A(i + hiy = Av?r (8) 

Equations (6) and (7) are shear and normal stress balance 
conditions at the free surface, respectively. Equation (8) is a 
conservation equation for the concentration of the surface active 
substance, 
where 

T = T - MT, M = -[Toho/ipv^mda/dr) 

T = ffohoKpv^) and A = D'Jv 

X is the dimensionless surface tension, T is the dimensionless 
surface tension for the constant part of the tension CTQ at equilib
rium concentration To and M is the dimensionless Marangoni 
number for the variation daldV. of the dimensionless tension 
a versus the dimensionless concentration T. It should be noted 
that the second term in the left side of Eq. (8) represents the 
rate of change of the concentration due to the dilatation of the 
free surface and the convection of the surfactant. £)., is the 
reciprocal of the dimensionless Schmidt number and DJ is the 
surface diffusion coefficient of the surfactant, 
where the surface gradient V., is defined as 

1 d 
I +hl dx 

hi d 

1 + hi dx 

Simultaneously, the kinematic condition at the free surface is 
given by 

h, + uhx = w (9) 

After solving the exact linear stability problem of Eqs. (1) -
(9) , one can find that the neutral state of the system is present 
at the cut-off wave number given by 

k, = 
3A 

M 
(10) 

In order to retain the effects of van der Waals interaction, sur
face tension, Maragoni and surface diffusion, the order of the 
magnitude of A, T, M, and D, are assumed as 

A = 0(e'*), 7 = 0 ( 1 ) , M = 0(e), 

and A = 0(e) (11) 

where e is a rather small parameter. By introducing Eq. (11) 
into Eq. (10), one can represent the order of magnitude of 
unstable wave number k as 

k= O(e^) 

The order of other dimensionless variables are given as 

« = 0 ( 1 ) , w = 0(k), p = 0(k'') 

u = 0(k~^), z = 0 ( l ) , t = 0(k~') 

(12) 

(13) 

Introducing Eqs. (11 ) - (13) into Eqs. ( l ) - ( 9 ) and neglecting 
the terms higher than 0(e''), we can formulate the following 
simplified system: 

U, + UUx + WM; = —Px — 4>x + Ujg + »;; 

W, + UWx + WW, = -p, + Wg 

M.V + W, = 0 

atz = 0 

and at the interface, z 

u = w = 0 

h(x, t) 

(14) 

(15) 

(16) 

(17) 

Journal of Fluids Engineering SEPTEMBER 1998, Vol. 120 / 599 

Downloaded 03 Jun 2010 to 171.66.16.146. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



u, = 4 M A - w^ - Mr^(l + jhz) (18) 

(19) —p = 2ux + 2uJ%x + {T — Mr)h;a 

r, + (uT)^ - Ar« 

= hUuF), - h^jwD, - D^jhlr^ + h,hjr,) (20) 

h, + uh^ = w (21) 

The main differences between the integral theory and the 
long-wave theory can be presented from above equations. From 
Eqs. (14) and (15), obviously, the inertia terms (marked with 
underline in the left side of both equations) and shear stress 
terms (marked with underline in the right side of both equa
tions ) included in the momentum equations of the integral the
ory are excluded in those of the long-wave theory. Also, the 
terms representing the interfacial shear, normal stress, and sur
factant distribution (marked with underiine in Eqs. (18) (19), 
and (20), respectively) considered in the integral theory are 
not included in the long-wave theory. 

The mass balance relationship is obtained by rewriting Eq. 
(21) as 

h, + q, = 0 (22) 

where q is the local flow rate and can be expressed as 

Jo 
udz 

A specific profile must now be imposed in the integral 
method. For highly turbulent flow, a flat profile is usually as
sumed. However, for the flow of interest here, it has been experi
mentally established that a parabolic profile is more appropriate 
(Alekseenko et al., 1991). Therefore, we introduce the follow
ing second-order self-similar profile of u 

3q 

h 2 \h 
fh 
2 2 \h 

v/hcTcf{x, t) is an unknown correlating function. This velocity 
profile satisfies the no-slip condition at the liquid-solid boundary 
and ui=f(x, t) at the free surface. Using the continuity equa
tion Eqs. (16) and (18), the shear-stress balance boundary 
condition at the free surface can be given by the following form 

/ = \GJi^ + jLJi'^ + 4GJi% + ALJiK 

where 

G{x, t) = | / / i ~ ' - ^qh 

MTAl+lhl) (23) 

3^J,-3 

L{x, t) = ?>qh ~^-\f 

Equation (23) represents the nonlinear shear-stress equilib
rium relation at the interface and the unknown function / is 
correlated to h and q in the rupture process. Furthermore, inte
grating Eq. (14) over the whole film thickness and applying 
Eq. (15) with boundary conditions Eqs. (18) and (19), one 
can obtain the averaged x-momentum equation: 

q, + ( iC ' / j ' + \GUI' -F ILV), = 3A/i-'/j, + ^G^/;' 

+ / - L + ^LJi" - Ifhl - 2K{G,e - L » 

I , I , 
{T- Mr)hx. - {^Ly + py - ^LX 

3o[2G ,̂ + TiLL^ — 3Lj,] - 3g[3GL^ + 2G„L 

8.0E-007 

6.0E-007 

0) 

4.0E-007 

2.0E-007 

O.OE+000 
O.bO O.bl 0.03 0.03 0.04 0.05 0.06 

k 
Fig. 2 The variation of perturbation growth rate co as a function of wave 
number k for various M's 

- SG.L^jh" - :^iiGG„ - GDh' -(T- MDhK, 

- 2fhK - 2{Gy + L^)], (24) 

Finally, substituting the interface velocities (i.e., the value 
of wand w at z = h) into Eq. (20), we can rewrite the convection 
diffusion equation of insoluble surfactant as 

r, + (1 - hDiGTh^ + LTh), - l(2GJ'h^ + 3L,rh\ 

= A[( i - / ! ,^ ) r„ - rA/ j«] (25) 
Equations (22 ) - (25) form a nonlinear evolution system in

volving the film thickness h, the local flow rate q, the correlating 
function / , and the concentration T. If the function / and the 
high-order terms in the diffusion equation are neglected, the 
evolution system is equivalent to that derived by De Wit et al. 
(1994). 

3 Linear Rupture Theory 
We perturb the basic state solution by small perturbations, 

i.e., h= I + h',q = q', f =f' wdT = I +r'.By inserting 
these terms into Eqs. ( 2 2 ) - ( 2 5 ) , we can achieve a linearized 
problem admitting solutions of the form 

(h', q',f', r ' ) = W, q',J'^, r ^ ) exp(a;? + ikx) 

where {h'o, q'o, / o . To) are small initial disturbance amplitude, 
w is the growth rate, and k is the wave number of perturbation, 
respectively. Then, we can derive the characteristic equation 
for the growth rate as follows: 

4 ( 80"" 40" 

'^k'-'^e- i){M + AD,)W 

l )a ; ' + [y^lk^k"- - 6) + A(^'^ - 3k'^ 

- 3) + kH-

+ [Mk\k - 6)i-^e + f) + k\^'' 

+ AD,) - Ak\T - M) + 12Ak^]to 

'ArbA 3e 3)(M 

•^ k\M + AD,)[3A - eiT - M)] =^ Q (26) 

Equation (26) admits a zero of u; if the last term is equal to 
zero. This leads the cut-off wave number L to be 

t = 
3A 

T - M 
(27) 

which agrees well with the exact linear results. The solutions 
to the characteristic equation for various M's are shown in Fig. 
2. The peak of each LO — k curve denotes the maximum growth 
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Fig. 3 The variation of perturbation growtii rate as a function of wave 
number k for various Ts 
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Fig. 4 Time variations of tlie profile of a liquid film thicl<ness predicted 
by tlie nonlinear rupture tlieory 

rate ui^ and the corresponding wave number k„. It is clear that 
an increase in M results in a decrease in the maximum growth 
rate w„, which is inversely proportional to the rupture time of 
the free film as addressed before (Williams and Davis, 1982; 
Sharma and Ruckenstein, 1986; Hwang et al., 1993; Chen and 
Hwang, 1994). This means that the film will become more 
stable as we increase the concentration To of surfactants in 
the film or the rate {-daldT) and consequently increase the 
Marangoni number. If we increase the surface tension T, then 
the cutoff wave number k^ will decrease as shown in Fig. 3. 
The film is thus more stable as the domain of the most unstable 
wave number shrinks. It is obvious that as w^ decreases, the 
rupture time of the film will be postponed. This result is in 
agreement with the fact that films with a higher interfacial ten
sion are more stable. 

4 Nonlinear Rupture Theory 

The nonlinear rupture process of the film is revealed by solv
ing Eqs. (22 ) - (25) numerically. Equations are discretized by 
using the finite-difference method. Central differences are em
ployed in space while the midpoint rule is used for time. The 
calculation domain is fixed in the range 0 < jc < 27^lk„. The 
periodic boundary conditions are considered. The initial condi
tions are 

h{x, 0) = 1.0 + Ha cos k,„x 

effect, respectively. Figure 4 shows nonlinear ripple behavior 
of the liquid film during the rupture process, where the center 
point given at k^x = -K indicates the bottom of the ripple, while 
both side points denoted by k^x = 0 and k,„x = 27r show the 
peak of it. It is obvious that the variation of the film thickness 
is gentle near the peak regions and becomes steeper and steeper 
down along the peak regions. And finally a violent decrease in 
the film thickness appears at the bottom of the ripple. Figure 5 
displays the distribution of all flow rates along the fc^x axis. 
The corresponding ripple waveform can be referred to those 
depicted in Fig. 4. Note that if the Q-value to the left (right) 
side of the bottom of the ripple is negative, then this represents 
the fluid flowing from the bottom to the peak of the ripple. 
Otherwise, if the Q-value to the left (right) side of the bottom 
is positive, then the fluid is flowing in the reverse direction. 
First, it can be understood from the distribution of QL that the 
long-range molecular force caused by the van der Walls force 
will induce the fluid to flow from the bottom to the peak of the 
ripple on the film surface. This effect will thin the local film at 
the ripple bottom and to its extreme result in the rupture of the 
Uquid film. Therefore, it is an unstable factor for the liquid film 
system. Next, it is evident from the distribution of Qy that the 
effect caused by the inertial force will induce the fluid to flow 
in the same way as that of the van der Waals effect, that is, it 
is also an unstable factor for the liquid film system (Chen and 
Hwang, 1994). If the inertial terms are additionally considered 
in the long-wave theory, the flow rate of the fluid flowing from 

q{x, 0) = — —^ Ho sin k^x 

f(x,0) = -oj„k,„H(, sin k,„x 

r{x, 0) = 1.0 

where Ho is the initial disturbance. In all numerical results men
tioned below, the initial disturbance is assumed to be 0.1. The 
Newton-Raphson iteration scheme is introduced to calculate the 
difference equations and the convergent tolerance is set to be 
10^^ 

To realize the effect of adding surfactants to the liquid film 
on the rupture mechanism in a plate system, we first investigate 
qualitatively the flowing behavior of the liquid film after it is 
perturbed. Here, it is convenient to use a streamwise flow rate 

g udz to represent the kinetic tendency for 
the fluid and define the related flow rates Q,, QL, Q „ , QV, and 
QM (see the details in the Appendix) as various flow rates due 
to the integral method, the long wave theory, the high-order 
viscous dissipation terms, the inertia terms and the Marangoni 

r 1.000E+000 •;-

9.950E-001 -

9.B50E-001 -

!!min=0.9(imaal) 

Km "O-O (rapture) 

Fig. 5 Tlie flow rate profiles for Q,, Qt, QH, QV The values of parameters 
are A = 0.001, T = 1.0, M = 0.025, and D, = 0.1. 
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Fig. 6 The variation of surface concentration as a function of the posi- 
tion k,,x with the process. The values of parameters are A = 0.001, 
T = 1.0, M = 0.025, and D~ = 0.1. 

the bottom to the peak of the ripple will increase. Consequently, 
the system will become more unstable and the rupture process 
is accelerated. 

The effect of the high-order viscous dissipation terms on the 
flowing phenomenon of liquid film is also investigated. It can 
be known from the Qn-distribution that the high-order viscous 
dissipation terms will induce the liquid to flow from the peak 
to the bottom of the surface tipple and exhibit a stabilization 
factor for the film system (Hwang et al., 1996). The high-order 
viscous dissipation terms in the momentum equation exhibit the 
effect of consuming part of the energy that is used to make 
the film rupture. This effect would weaken the perturbation 
phenomenon and increase the rupture time. From the Qrdistfi- 
button, the flow rate predicted by the integral method which 
includes both inertial terms and high-order viscous dissipation 
terms is larger than that predicted by the long-wave theory. This 
is the reason the rupture time predicted by the former is shorter 
than that predicted by the latter and the former is much more 
unstable than the latter. 

The following is a discussion on the influence of the Maran- 
goni effect on the flowing phenomenon of liquid film. In gen- 
eral, some surfactants will be removed when the liquid is flow- 
ing from the bottom to the peak of the surface ripple. This 
causes the surfactant concentration to decrease near the bottom 
region but to increase near the peak region. The evolution of 
the surfactant concentration distribution on thin liquid films 
from initial disturbance to the final state is shown in Fig. 6 which 
exhibits a similar profile to Fig. 4. Note that the concentration is 
the highest near the peak while the lowest near the valley. 
This local variation of surfactant concentration will result in a 
concentration gradient, and further, present a stress (refer to the 
last term -MI-'~(1 + (3/2)h~) in Eq. (23)) on the free surface 
that is perturbed. The stress is therefore to hinder the evolution 
of the perturbation. As shown in Fig. 7, the distribution of QM 
due to the Marangoni effect, has the function for stabilizing the 
liquid film system. Also, Fig. 7 demonstrates that the larger the 
M-value, the stronger the Marangoni effect. This induces the 
liquid to flow faster in a direction from the peak region to the 
bottom region of the ripple than in the reverse direction, and 
consequently makes the whole system more stable. 

From the above analyses, it can be concluded that high-order 
viscous dissipation terms and the Marangoni effect are the stable 
factors for the liquid film system, while inertia terms are the 
unstable factors for that system. 

The influences of various parameters M, T, and A on the 
rupture time are demonstrated in Fig. 8, Fig. 9, and Fig. 10, 
respectively. These results show that if one either adds surfac- 

7.0E-006 

/ \ - -  No s u r f a c t a n t  
5.0E-006 . . . . . .  M=0.01 

M=0.025  
/ / __ M=0.04  / "X _ 

3.oE-oo6 / / \\/ 
/ / /  

i.OE-O06 / i  i . .-"- '- , , \~" 

-1 .0E-006 \ ,  . . . . . .  / 2 
I \ "-""  , , ' /  

-3 .0E-006 - / \ \  / / / 
/ ~ / 

-5.0E-006. \ J / , 

-7 .0E-006 . . . . . . . . . . . . . . . . .  , . . . . . . . . . . . . . . . . . . . . . . . . . . . .  i i 

kmX 2n 

Fig. 7 The flow rate profiles for various OM's. The values of parameters 
areA = 0.001, T = 1.0, and D ~ =  0.1. 

Fig. 8 

/Lmin 

1.0 

T = I . 0  A = 0 . 0 0 1  D~=0.1  

0.8 ~'~-.~ 

o.o ,=o.o " ,17 
. . . . . .  M : 0 . 0 1  \ ' ,  

M=0 .025  / 
0.4 M=0.04  / 

0.2 

0 . 0  . . . . . . . . . . .  t . . . . . . . . . . .  i . . . . . . . . . . .  

0.0E+000 6.0E+005 1.2E+006 1.8E+006 
t ime 

The variation of hmin as a function of rupture time for various M's 

Fig. 9 

1.0 

A = 0 . 0 0 1  M = 0 . 0 1  D s = 0 . 1  

_ _  T = i . 0  
0.8 . . . .  T=2.0  

_ _ T = 3 . 0  

\ 

0.6 \ 

\ 

0.4 I 

o.2 I 

I 
0 . 0  . . . . . . . . . . . . . . . . . . .  i . . . . . . . . . . . . . . . . . . .  i . . . . . . . . .  

0.0E+000 2.0E+006 4.0E+006 
t ime  

The variation of  hm,, as a funct ion of  rupture t ime for various T's 

\ \  

i 

tant (M increases) or chooses a fluid with higher surface tension 
T or lower the value of van der Waals attraction A, the film 
will rupture more slowly. This is because the redistribution of 
surfactant at the free surface makes the concentration of surfac- 
tant at the peak region become larger than that of the bottom 
region. Accordingly, the larger the M-value, the stronger the 
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Marangoni effect, which induces the liquid to flow faster from 
the peak region to the bottom region of the ripple and makes 
the liquid film system behave more stably. However, the flow 
generated by the VDWP, which is in a direction opposite to 
that of the Marangoni flow, makes the film unstable. 

In the following, we compare the rupture behavior predicted by 
the long-wave method with that predicted by the integral method. 
Figure 1 1 shows the variation of nonlinear rupture time as a 
function of M-value predicted by the two methods. It is obvious 
that both methods predicted the nonlinear rupture time to increase 
following the M-value. It should be noted that the long-wave 
method always predicts the longer rapture time over the full range 
of M-value. In particular, the balance between two different rup- 
ture times enlarges following the M-value as can be seen from 
Fig. 1 1, the balance is about 2.6 percent at M = 0 but enlarges 
dramatically to 9.5 percent at M = 0.04. The results described 
above can be explained sequentially as follows. First, for the 
difference in rupture times demonstrated at M = 0 (denotes the 
system without suffactant), the overall effect of the unstable factor 
of inertia and the stable factor of high-order viscous dissipation 
terms involved in the integral method is to destabilize the thin 
film system, and thus enhance the rupture behavior to shorten the 
rupture time (Hwang et al., 1996). On the other hand, both the 
factors mentioned above are excluded in the long-wave expansion 
method, which gives a longer rupture time. Second, the different 
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rapture behavior displayed when M > 0 (denotes the system with 
surfactant), can be understood by referring to Fig. 12, which 
shows the variation of surface shear attraction Zs as a function of 
position kmx for M = 0.01 and M = 0.04, where LWM and IM 
denote the long-wave method and integral method, respectively. 
Obviously, a weaker shear attraction demonstrated by the integral 
method causes a stronger liquid flow toward the peak of the 
film undulation and consequently accelerates the rapture process. 
Moreover, when M = 0.01, the difference in the shear attraction 
predicted by both methods is small, while the difference increases 
evidently when M = 0.04. Therefore, the enlargement of the 
difference in the rupture time predicted by two methods is essen- 
tially due to an increasing difference shown in the two predicted 
shear attraction following the increases of M-value. In addition, 
as shown in Fig. 13, the nonlinear rapture time predicted by two 
models vary with the value of D,. The difference in the rupture 
time predicted by two model decreases from 4.5 to 3.9 percent 
as the value of D, increases from 0.1 to 0.5. It can be expected 
that the high-order effects, especially the high-order viscous dissi- 
pation terms in the shear-stress balance condition and the surfac- 
tant diffusion equation, will accelerate the rupture of the film. 

5 C o n c l u s i o n  

The effect of insoluble surfactants on the instability of a 
liquid film on a fiat plane is studied. The order of the magnitude 
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Fig. 13 The variation of rupture time as a function of diffusion coefficient 
D ,  predicted by two m o d e l s  
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of the dimensionless parameters are given to modify the Navier-
Stokes' equations and the corresponding boundary conditions. 
Furthermore, the strong nonlinear evolution equations are de
rived by the integral method. And the numerical method is 
used to solve nonlinear evolution system for studying rupture 
process. The results show that the Marangoni effect and the 
effect of surface tension will delay the rupture process, while 
the effects of van der Waals and surface diffusion will enhance 
the rupture process. Comparing with the analysis results ob
tained from a liquid film bounded by two free surfaces, it is 
shown that the rupture time of the film coated on a flat plate is 
much longer than that of the former. In addition, the rupture time 
predicted by the integral method is shorter than that predicted by 
the long wave theory. This is because a destabilizing effect 
from the inertial term in the Jt-momentum equation is induced 
by the integral method. On the other hand, the quantitative 
difference in the rupture time predicated by two models enlarges 
when the Marangoni effect is enhanced, but does not vary obvi
ously with the diffusion effect. 
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A P P E N D I X 

Qv = \GV + ^GLh* + iL'-h^ 

QH = \G^h' +f- L + \L^h^ + \L,h^ + lG,e 

QM = —MTJihxx — MThh^ax 

QL = Thh^ + 3Ah~\ 

Q,= QL + QH+ QV 
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Two-Phase Flow From a 
Stratified Region Through a 
Small Side Branch 

(Data Bank Contribution)* 

Experimental data are presented for the mass flow rate and quality of two-phase 
(air-water) discharge through a small branch (6.35 mm i.d.) located on the side of 
a large reservoir under stratified conditions. These data correspond to different values 
of the interface level between the onsets of gas and liquid entrainments for test-
section pressures ranging from 316 to 517 kPa, test-section-to-separator pressure 
differences ranging from 40 to 235 kPa, and different hydraulic resistances of the line 
connecting the test section and separator. Influences of these independent variables on 
the mass flow rate and quality are discussed and normalized plots are presented 
showing that the data can be collapsed for a wide range of conditions. Comparisons 
are made with previous investigations and new empirical correlations are formulated 
and shown to be capable of predicting the present data with good accuracy. 

1 Introduction 
Studies of two-phase flow through small breaks in horizontal 

pipes under stratified-flow conditions have gained importance 
due to their relevance to many engineering applications (e.g., 
nuclear reactor safety during postulated loss-of-coolant acci
dents). Zuber (1980) pointed out that during such flows two 
distinct phenomena may occur, depending on the location of 
the gas-liquid interface relative to the break. If the interface is 
located above the break, gas can be entrained (by vortex or 
vortex-free motion) into the predominantly liquid flow through 
the break. On the other hand, if the interface is located below 
the break, liquid may be entrained into the predominantly gas 
flow. Accurate determination of the conditions at the onsets of 
these two phenomena, as well as the mass flow rate and quality 
of the two-phase flow discharging through the break at different 
locations of the interface are obviously relevant to engineering 
applications such as the development of safety codes for the 
nuclear industry. Zuber gives an excellent review of the early 
literature, including correlations for these phenomena. 

The importance of this problem has motivated significant 
research, conducted mostly during the past ten years. Smoglie 
and Reimann (1986) performed experiments using stratified air-
water flow at 200 to 500 kPa in a horizontal pipe (20.6 cm in 
diameter) with different break sizes (d = 6, 8, 12 and 20 mm) 
and different orientations for each break. The breaks were simu
lated by pipe stubs (0.055 m in length) with sharp-edged en
trances and the flow through the break was controlled by a 
throttle valve. These results indicate an insignificant effect of 
the break size on the onsets of gas and liquid entrainment and 
the quality at the break. The onsets of entrainment were detected 
by the noise in the differential-pressure signals across the break. 
Empirical correlations were developed for the onsets of entrain
ment and branch quality in terms of normalized parameters. 

Schrock et al. (1986) performed experiments using both air-
water and steam-water as the working fluids. The experiments 

* Data have been deposited to the JFE Data Bank. To access the file for the 
paper, see instructions on p. 652 of this issue. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
January 27, 1997; revised manuscript received February 24, 1998. Associate 
Technical Editor: M. Sommerfeld. 

were performed at system pressures up to 1.07 MPa in a hori
zontal pipe (10.2 cm in diameter) with different break sizes {d 
= 4, 6 and 10 mm) and different orientations for each break. 
The breaks were simulated by tubes 123 mm in length. Viewing 
windows were placed at the break section and in the pipe just 
upstream and downstream of the break to allow visual observa
tion of the flow phenomena. They concluded that the onset of 
gas entrainment (side and bottom orientations) was affected by 
surface tension and viscosity in addition to Froude number. The 
onset-of-gas-entrainment data for side orientation did not agree 
with the data of Smoglie and Reimann (1986). No explanation 
was given for this disagreement. Their data on the quality enter
ing the branch, together with data from other studies, were 
correlated in terms of a normalized interface level. 

Anderson (1987) presented experimental results for the on
sets of liquid and vapor entrainment, as well as the flow quality 
into the branch for steam-water flows at high pressures (up to 
6.2 MPa) using a 284-mm I.D. horizontal main pipe and a 34-
mm I.D. branch line. Two orientations were used for the branch; 
horizontal and vertical downward. The onsets of entrainment 
were detected by the noise in the differential-pressure signal 
across the branch. Anderson (1987) reported good agreement 
between his experimental data and correlations of the same 
form as those proposed by Smoglie and Reimann (1986). 

Yonomoto and Tasaka (1988) constructed a simple physical 
model to analyze two-phase flow through small breaks. Air-
water experiments at a maximum pressure of 700 kPa were also 
conducted. A horizontal, square duct (19 cm X 19 cm) was 
used in the experiments instead of a round pipe. The break was 
simulated by a sharp-edged orifice (rf = 10 and 20 mm). The 
onset conditions of gas and liquid entrainment were determined 
by visual observation. Good agreement was obtained between 
their model and their experimental data for discharge quality 
on the liquid-entrainment side and an empirical constant was 
incorporated in the model on the gas-entrainment side. A modi
fied mathematical model was developed later by Yonomoto 
and Tasaka (1991), which improved the agreement with the 
experimental data. 

Micaelli and Memponteil (1989) performed experiments us
ing steam-water mixtures. A wide range of parameters was 
covered (system pressures of 2 to 7 MPa, main pipe diameters 
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of 80 and 135 mm, and break diameters of 12 and 20 mm). 
The correlations for the beginning of liquid and gas entrain-
ments were based on their experimental data as well as those 
of Smoglie and Reimann (1986), and Schrock et al. (1986). A 
semi-empirical correlation was developed for the break quality 
based on simple theoretical approaches adjusted by their own 
experimental data as well as other experimental data in the 
literature. 

Experimental data and correlations were also developed for 
the onset of gas entrainment (Parrott et al , 1991) and the onset 
of liquid entrainment (Armstrong et al , 1992) during single 
and dual discharges from large reservoirs through small side 
branches {d = 6.35 mm). These experiments were conducted 
with air-water mixtures at pressures of 310 and 510 kPa. Both 
onsets were determined by visual observation. 

This paper reports the results (onsets and mass flow rates of 
the two phases) of an experiment with a new geometry. The 
independent parameters were varied systematically in order to 
determine the effect of each. The results are correlated using 
new dimensionless parameters which may prove useful for uni
versal correlation when the differences in geometry and measur
ing techniques among the various experimental investigations 
can be properly accommodated. 

2 Experimental Investigation 

2.1 Experimental Parameters. The independent param
eters relevant to the present experiment are shown on the sche
matic diagram in Fig. 1. A branch of diameter d simulating a 
small break is placed in the side of a large reservoir containing 
stratified layers of air and water at a pressure P^. The height of 
the flat air-water interface above the centreline of the branch is 
h. Thus, h is positive when the interface is above the branch 
centreline and negative when the interface is below the branch 
centreline. Discharging flow through the branch is directed (via 
a connecting line) to a separator where the pressure is main
tained at P,. 

For the condition of fixed P^ and P,, let us consider the 
dependence of the flow discharge on h. At high (positive) 
values of h, the flow discharge will be in the form of single-
phase liquid and the flow rate, mt, would be essentially indepen
dent of h for the large values of AP considered in this experi
ment, where 

AP = P„ (1) 

Decreasing h, a critical value is reached where gas begins being 
entrained in the predominantly liquid flow. This condition is 
called the onset or beginning of gas entrainment at which h = 
heaE and m/. = m;„BGE- For h > /(BGE; the value of m^ is essen
tially constant and equal to mL.BGE- In the present experiment, 
the value of miBOE is dependent on AP and the hydraulic resis
tance of the connecting line, R, where 

R = {Kpithn (2) 

A further decrease in h results in a two-phase discharge, mxp. 
which can be split in the separator into liquid and gas compo
nents with flow rates ML and rhc, respectively, where 

rh-ir = rht + ma, 

the discharge quality, x, is given by 

X = rhrjmjp. 

(3) 

(4) 

It is reasonable to expect a decrease in m-yp and an increase in 
xas h decreases. This trend continues until another critical value 
is reached (the onset of liquid entrainment), at which h = /JBLE. 
ma = OTG.BLE, and the discharge quality equals one (although 
on lowering the interface level, at this point the flow changes 
from there being liquid entrained in the branch to there being 
no liquid entrained in the branch, the term "onset" or "begin
ning" is used rather than "end," in keeping with the existing 
literature). For h < /ZBLE, the discharge will be in the form 
of single-phase gas and the flow rate, me, remains essentially 
constant and equal to OTG.BLE- The value of WCBLE is dependent 
onP„, AP , and/; . 

The objective of this study is to focus on the two-phase 
discharge region corresponding to /IBLE S /J < ABQE and to 
investigate the behavior of the mass flow rate, rAjp, and quality, 
X, within this region. Both of these dependent parameters are 
expected to be a function of the independent parameters P„, 
AP, R, and h. It will be seen later that AP and R together act 
through their effect on OTZ„BGE and mc,BLE> which really charac
terize the system, together with P^ and h. 

2.2 Experimental Test Facility. A schematic diagram of 
the flow loop is shown in Fig. 2. An immersion-type circulating 
pump was used to supply distilled water to the test section at 
a rate adjusted by a bypass line. The inflow of water was fed 
into a disperser connected to the bottom flange of the test sec
tion. The disperser is basically a vertical copper tube (25.4 
mm in diameter) closed at the top with twelve 12.7-mm holes 
distributed over its lateral surface. Thus, the inflow of water 
was dispersed into twelve horizontal streams to prevent the 

N o m e n c l a t u r e 

d = branch diameter 
Fr = Froude number, given by Eqs. (7) 

and (8) 
g = gravitational acceleration 
H = normalized liquid level, given by 

Eq. (5) 
h = liquid level 

M = normalized mass flow rate, given by 
Eq. (6) 

6( 

m = mass flow rate 
P = pressure 
R = hydraulic resistance, given by 

Eq. (2) 
T = temperature 
X - quality 
) = uncertainty in ( ) 
p = density 

Subscripts 

BGE = beginning of gas entrainment 
BLE = beginning of liquid entrainment 

G = gas phase 
L = liquid phase 
o = test-section condition 
s = separator condition 

TP = two phase 
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Fig. 2 Schematic diagram of the experimental test facility 

gas-liquid interface from swelling. The attainment of a smooth 
interface was essential for an accurate measurement of the liquid 
height in the test section. The temperature of the water was 
held steady during the experiment by a coohng coil, as shown 
in Fig. 2. The test section was connected to an air supply 
equipped with a feedback pressure controller which maintained 
a steady pressure P„ in the test section throughout the experi
ment. 

Details of the geometrical design of the test section were 
reported by Parrott et al. (1991). Basically, the test section is 
a large reservoir manufactured from type 304 stainless-steel 
sections, except for a clear acrylic pipe section near the outlet 
flange for visual observation of the flow phenomena. The outer 
diameter of this clear acrylic pipe (305 mm) was large enough 
to prevent significant visual distortion. The discharge branch 
was a hole, 6.35 mm in diameter, machined in a 127-mm-Iong 
brass block bolted to the outlet flange. Thus the branch had a 
straight length of 20 diameters within the brass block; there 
was then a straight 60-mm length of 6.35-mm-i.d. copper tubing 
and a 6.35-mm (\ in.) ball valve, onto which was fixed 12.7-
mm-i.d. Tygon tubing running to the separator. The centerline 
of the outlet branch was located 28.4 mm from the centerline 
of the acrylic pipe (280-mm i.d.). A surveying transit was used 
to ensure that the faces of the outlet flange and the brass block 
were vertical, thus proving horizontality of the branch center-
line. Two pressure taps, one on the air side and the other on 
the water side, were installed on the outlet flange and connected 
to a differential pressure transducer in order to measure the 
liquid height in the test section from which the value of h was 
determined. The air and water were basically stagnant near these 
pressure taps and therefore, the dynamic pressure effects on the 
liquid level measurement were insignificant. 

The two-phase mixture leaving the test section through the 
side branch was directed to a separator where the air and water 
were split by centrifugal action. The flow rates of air and water 
were each measured by a bank of four variable-area-type flow 
meters with overlapping ranges. These flow-measuring stations 
covered the range of 15 cmVmin to 0.0415 m'/min on the water 
side and 198 cmVmin to 1.3 mVmin at standard conditions on 
the air side. 

The temperature and pressure within the test section, as well 
as other locations within the loop, were recorded during the 
experiment. All flowmeters, thermocouples, and pressure 
gauges were calibrated before testing began. 

2.3 Experimental Procedure. Fourteen sets of experi
mental data were collected in this investigation. Each set con
tains 17 to 30 data points covering the range /ZBLE S /J == /IBGE 
with the values of P,,, AP, and R held constant. Values of P„, 
AP, and R were varied among the data sets in such a manner 

so as to allow individual assessment of the influence of each 
independent parameter on /MTP and x. The following procedure 
was followed in collecting the data for each set: 

1. The conditions at the onset of gas entrainment (ABGE 
and m,, BGE) were established first. The air-water interface 
location (height) was set at a high value and was reduced 
in small steps, at which the liquid flow rate was measured 
under steady conditions. As the onset of gas entrainment 
was approached, the liquid level was further slowly low
ered until gas was suddenly entrained at the branch; this 
onset was observed visually through the transparent part 
of the test section. The steady-state flow rate just before 
the onset gave mt^BGE and the reading of the pressure 
transducer immediately following the onset gave /(BGE-

2. Knowing from previous experience that the magnitudes 
of ABL.E and /IBGE are roughly the same, the distance be
tween /JBLE and /ZBGH was divided into a number (in the 
range of 17 to 30) of nearly equal intervals. The experi
ment was then conducted at decreasing values of h. At 
each h, the liquid level was held constant for a sufficient 
period of time that allowed the accurate measurement of 
gas and liquid flow rates leaving the separator, mo- and 
ML, respectively. 

3. The value of h was continually decreased in steps until 
the exact values of ABLE and fficBLE were established. For 
conditions where wit was finite and the interface was 
below the branch, a stream of water was pulled up from 
the interface through the branch. Decreasing the level 
caused this water stream to become thinner until it sud
denly disappeared. This incidence (detected visually) 
marked the "onset" of liquid entrainment and the appro
priate readings were immediately recorded for determin
ing /JBLE and mc,BEE. 

2.4 Experimental Uncertainty. An estimate of the un
certainties in the independent and dependent variables was made 
in the fashion described by Moffat (1988) and Kline and 
McClintock (1953). Afl uncertainties quoted here are at 
"odds" (as used by these authors) of 20 to 1. The uncertainties 
are meant to accommodate: the accuracy of the caUbrating de
vice, the error in fitting an equation (for computer data reduc
tion) to the calibration data, discrimination uncertainties in the 
measuring instruments, and unsteadiness in the process. Pres
sure gauges were calibrated using a deadweight tester, thermo
couples using a standard mercury-in-glass thermometer, gas ro
tameters using wet test meters and venturi meters (in turn the 
calibrations of which were traceable to NIST standards) and 
liquid rotameters using a weigh-and-time method. The pressure 
transmitter used for measuring h was calibrated against a micro-
manometer and the digital voltmeter used in the calibration was 
subsequently used in the normal running of the experiments; 
for both calibration and subsequent experiments the sensitivity 
was approximately 35 mV per mm of water; the discrimination 
on the digital voltmeter was ±1 mV. 

The results of the uncertainty analysis follow. The uncertainty 
in P„ (absolute pressure) was ±0.9 percent; the uncertainty in 
AP for data set no. 3 (AP = 40 kPa, the smallest AP) was 
±7.8 percent, while for the other data sets (higher AP) it was 
±3.8 percent or less. The maximum uncertainty in the flow 
rates ntc, m,^, and OTTP was ±4.0, ±2.4, and ±4.7 percent, re
spectively. The uncertainty in temperature measurements was 
±0.25°C. The maximum uncertainty in the quality x was ±4.6 
percent. The maximum uncertainty in R was ±4.7 percent. The 
absolute uncertainties in h, /IBGE, and ABLE were ±0.13 mm, 
±0.16 mm and ±0.16 mm, respectively; the uncertainty in h 
amounted to approximately 0.56 percent of (/JBGE - /^BEE)- For 
the dimensionless quantity H (defined later and having a range 
of 0 to 1), the uncertainty 6H was a maximum of ±0.007; in 
the range 0.1 < / / =< 1 the maximum uncertainty in bHIH was 
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Table 1 Nominal operating conditions^ 

Data 
set no. 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 

P« 
(kPa) 

316 

517 

316 
378 
448 
517 
316 

517 

AP 
(kPa) 

123 
82 
40 

235 
166 
97 

127 

123 

235 

R 
(kg-m)- '" 

1000 

1660 
3000 
1660 
3000 

• All tests were performed near room temperature. 

50 

10 

0.5 
-30 -20 

I I I ! 

1 1 1 1 

^ . . 

".JE : 

-10 0 10 

h, mm 

20 30 

Fig. 4 Two-phase mass flow rate for data set no. 4. The uncertainty in 
h is ±0.13 mm, in rfijp is ±4.7 percent (max.), in /7BLE and /7BQE is ±0.16 
mm, and in nicBUE and mt.sQE is ±4.0 percent (max.) and ±2.4 percent 
(max.), respectively. 

±6 percent; the uncertainty in SH/H increased with decreasing 
H and at the smallest finite H was ±13 percent. For the dimen-
sionless quantity M (defined later and having a range of 0 to 1), 
6M varied between approximately ±0.003 and ±0.037, smaller 
values being associated with small M and larger values being 
associated with large M; in the range of 0.1 < yW < 1 the maxi
mum uncertainty in SM/M was ±5 percent; the uncertainty in 
6MIM increased with decreasing M, was ±8 percent at M = 0.05 
and increased to large values as M approached zero. 

3 Results and Discussion 

3.1 Presentation of Data and Trends. The operating 
conditions for the fourteen sets of experimental data generated 
in this investigation are listed in Table 1. Set nos. 1-3 and set 
nos. 4 - 6 explore the effect of AP at fixed values of F^ and R. 
The influence of i? at fixed values of P,, and AP can be examined 
using set nos. 1, 11, and 12, or set nos. 4, 13, and 14. Finally, 
the influence of ?„ at fixed values of AP and R can be examined 
from set nos. 7-10. A complete tabulation of all experimental 
data can be obtained either from the recent paper by Hassan et 
al. (1994), or the JFE Data Bank. 

The intent of the experiments was to generate data for subcrit-
ical discharge. In order to confirm that choking conditions did 
not occur in the present experiments, the data for OTTP were 
compared with critical flow rates as obtained from two models. 
The models were the "homogeneous frozen flow model" 
(Whalley, 1987) and that by Henry and Fauske (1971). The 
results of the comparison, using the present data set no. 4 

E 10 

1 

" 1 ' • ' • ' I M | i , , , . . . . ^ 

• ^ \ ^ ^ _ ^ Whalley (1987) ; 

^^"^ - . ^ ^.-Heniy and Fauske (1971) 

Data set no. 4 • 

^ 1 1 '• 

0.001 0.01 0.1 1 

Quaiity of discharge, x 

Fig. 3 Comparison of predicted critical mass flow rates with actual m^p 
for data set no. 4. The maximum uncertainties in x and m^e are ±4.6 
percent and ±4.7 percent, respectively. 

(largest flow rates), are shown in Fig. 3. Here, and with other 
data sets, for fixed Po, AP, and R, the value at a given x, of 
the ratio of the actual ffixp to the predicted critical mass flow 
rate at any x never exceeded 0.8. An experimental check was 
also conducted for the limiting case of single-phase air flow by 
increasing AP beyond the maximum value otherwise used in 
the experiments and no choking occurred. 

Figures 4 and 5 show typical results for mxp and x, respec
tively. Within each data set (fixed P„, AP, and R), m-ip de
creases from mL.BGE to mo.BhE and x increases from 0 to 1 as /i 
decreases from /JBGE to /JBLE- AS the independent parameters 
Po, AP, and R were varied during the experimental program, 
significant effects were noted on the measured dependent pa
rameters. Increasing R at the same P^ and AP caused mt.BOE! 
'Mc.BLE.̂ BGE.and |/JBLEI to decrease, as shown in Fig. 6. Similar 
trends were produced by decreasing AP at the same P„ and R. 
Increasing P„ at the same AP and R had essentially no effect 
on /ZBGE and 

"Jt.BGE while rAo.BLE and | ABLE I increased, as shown 
in Fig. 7. 

Normalized plots are shown in Figs. 8-13 using the follow
ing definitions for the normalized liquid level and the normal
ized mass flow rate, respectively: 

and 

/ / = ( / ? - / ! B L E ) / ( / J B G E - / ! B L E ) , 

M = (OTTP - 'nG.BLE)/(Wi,BGE " ' " C B L E ) . 

(5) 

(6) 

Figures 8-13 show that when the present data are plotted in 
terms of M versus H and x versus H, the effects of P„, AP, 

1 

0.1 

0.01 

0.001 

0.0001 

i ^X 
r 

^ 

% 

O 
O 
O 
O 

-30 -20 -10 0 10 20 30 

h, mm 

Fig. 5 Discharge quality for data set no. 4. The uncertainty in h is ±0.13 
mm and in x is ±4.6 percent (max). 
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E 

Q. 

50 

10 

0.5 

•'1%^ 
a" 08 

, i rP a 

A R = 1000 (kg.m) 
-It 

O R . 1600 (kg.m) 
e R = 3000 (kg.m)'" 

-30 -20 -10 0 

h, mm 

10 20 30 

Fig. 6 Effect of R on m^p from data set nos. 4,13, and 14. Tine uncertainty 
in h is ±0.13 mm and in nirp is ±4.7 percent (max.). 

50 

10 

• ^ 

1 

0.5 

# * 
CXPV 

OP„=517 kPa 
a P. =316 kPa 

-30 -20 -10 0 

li, mm 

10 20 30 

Fig. 7 Effect of P„ on irijp from data set nos. 7 and 10. Ttie uncertainty 
in h is ±0.13 mm and in nirp is ±4.7 percent (max). 

1 

0.1 

nni 

nni 

; 1 —1 r 

lAO 
,nlO 

L o'fc 

A ^ 
Q 

1 1 

' — : ^ -

^'^^'^ 

_ 
O i P = 236kPa 
A i P . 166 kPa 
• i P = 97 kPa 

0.2 0.4 0.6 0.8 

H 

Fig. 8 Values of M for different AP using data set nos. 4-6. The uncer
tainty in H is ±0.007 (max) and in M varied between ~±0.003 and ±0.037; 
see Section 2.4 for more detail. 

and R are largely absorbed within the present tested range of 
parameters. This observation is based on experimental data cor
responding to a finite range of parameters and thus, should 
not be extended outside the present range without considerable 
thought. For example, Fig. 13 suggests a very small but consis
tent effect of P„ on x. This effect may become more visible if 
the range of Pa is considerably widened. 

3.2 Comparisons With Existing Correlations. Compari
sons were conducted between the present results and those of 
previous investigations. Figures 14 and 15 relate to the height 
of the interface at the onsets of gas and liquid entrainment, 

respectively. These results are correlated in terms of their re
spective Froude numbers, given by 

FroGE = (4-/n)mL,BGEngd^pL{pL ~ pa) 

and 

FrBLE = (4/7r)mG,BLE/VgiiVG(/Si - PG) • 

(7) 

(8) 

Deviations can be seen among different results for the case of 
/IBGE in Fig. 14, where the present results appear to be closest 
to those of Micaelli and Memponteil (1989) and Parrott et 
al. (1991). The correlation by Schrock et al. (1986) includes 

" ' • * < . 

0.1 

0.01 

0.001 - O AP-235 kPa 
A AP = 166 kPa 
n A P . 9 7 kPa 

r 

' ^ % . 

1 1 ; 

\ : 

"5" 
1 1 

0.2 0.4 0.6 0.8 

Fig. 9 Values of x for different AP using data set nos. 4-6. The maximum 
uncertainties in H and x are ±0.007 and ±4.6 percent, respectively. 

0.1 r 

0.01 

0.001 

.^" 
7:5^ 

! , 0 * 
QlB «p« 

O ' 
.°S 

ID 
O R.1D00 (kg.m)' 
A R = ieeo (kg.m)'" 
• R.2960 (kg.m)'" 

0.2 0.4 0.6 

H 

0.8 

Fig. 10 Values of M for different R using data set nos. 1,11 and 12. The 
uncertainty in H is ±0.007 (max.) and in M varied between ~ ±0.003 and 
±0.037; see Section 2.4 for more detail. 

0.1 

0.01 

0.001 

0.0001 

°fe & ̂ e^a 

V 
O R = 1000 (kg.m) 

A R = 1660 (kg.m)'" 

D R = 2950 (kg.m)" 

Qi -

O 

0.2 0.4 0.6 

H 

0.8 

Fig. 11 Values of X for different R using data set nos. 1,11, and 12. 
The maximum uncertainties in H and x are ±0.007 and ±4,6 percent, 
respectively. 
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0.01 r 

0.001 

H 

Fig. 12 Values of M lor different Po using data set nos. 7 - 1 0 . The uncer
tainty In H Is ±0.007 (max.) and in M varied between ~ ±0.003 and ±0.037; 
see Section 2.4 for more detail. 

O Present Data 
A Result with Increasing Levei 

10 
Fr.. 

60 

Fig. 15 Interface levei at onset of liquid entrainment [A—Scl i rock et al. 
(1986) , Smoglie and Relmann (1986) and Micaelli and Memponteil 
(1989) , B—Yonomoto and Tasaka (1988) , and C—Armstrong et al, 
(1991) ] . The maximum uncertainties in FraiB and | / )BLE| /C/ are ±7 .5 per
cent and ±2 .2 percent, respectively. 

1« 

0.1 

0.01 

0.001 

-

_ 

0 P,' 

^ ^ 

3te l<Pa 
378 kPa 
448 kPa 
516 kPa 

% O i ^ 

^ « . S 

. . 1 

• " 

-

0.2 0.4 0.6 

H 

0.8 

Fig. 13 Values of x for different Po using data set nos. 7 - 1 0 . The maxi
mum uncertainties in H and x are ±0.007 and ±4 .6 percent, respectively. 

Fig. 14 Interface level at onset of gas entrainment [A—Schrock et al. 
(1986) , B—Smoglie and Relmann (1986) and Yonomoto and Tasaka 
(1988), C—Micaell i and Memponteil (1989) , and D—Parrott et al. 
(1991) ] . The maximum uncertainties in FrsoE and in heaJd are ±4.7 per
cent and ±2 .2 percent, respectively. 

viscosity and Bond numbers (in addition to Froude number) 
which were evaluated at the present experimental conditions. 
These deviations are not surprising in view of the different 
measuring and/or detection techniques for the onsets and the 
differences in geometry and flow conditions. 

The deviations in the /ZBLE results (Fig. 15) are not very 
significant. The manner by which the experiment is conducted 
can influence ABLE- In the present experiment, all values of ABLE 
were measured with a slowly decreasing liquid level whereby 
the area of the metal face between the interface and the branch 
was wet. Additional results were obtained with a slowly rising 

liquid level (i.e., dry metal face) and they are shown in Fig. 15. 
Some deviation appears between the two sets of experimental 
results; however, these deviations are small, as well as the devia
tions among the different correlations for /JBLE- Considering 
Figs. 14 and 15 together, most certainly the correlating parame
ters used capture the essence of the phenomena. 

The present values of x were compared with existing correla
tions from the literature (e.g., Smoglie and Reimann, 1986; 
Schrock et al , 1986; Yonomoto and Tasaka, 1988; Micaelli and 
Memponteil, 1989) and the results of these comparisons are 
given in Hassan (1995). The best agreement was obtained with 
the correlation of Micaelli and Mempontiel (1989) which has 
used the widest data base among existing correlations. In this 
correlation, the quality x was given as a function of hlh,, over 
the whole range /JBLE ^ h S /IBOE, where 

h, = 0.69[m|p/{gp,„(pi - Po)}]"' (9) 

and p„, is the homogeneous density, given by 

p„, = [x/pa + (1 -x)/p^]-'. (10) 

Figure 16 shows good agreement between data set no. 4 and 
the correlation of Micaelli and Memponteil throughout the 
whole range of J:. This was typical of the other data sets (root-
mean-square deviation between the correlation and all the data 
taken together was 22.6 percent). 

The correlation of Micaelli and Memponteil (1989) is not in 
a suitable form for predicting x. This is because of the depen
dence on hi,, which in turn, requires a knowledge of WTP, a 
quantity not known a priori. Rather than requiring mxp for the 

0.1 r 

0.01 

0.001 

O Data Set No.' 
— Micaelli and Memponteil (1989) 

_I I L J J I L_ 

-0.6 -0.2 0 0.2 

h / h . 

0.6 

Fig. 16 Comparison between data set no. 4 and the correlation of Mi 
caelli and Memponteil (1989) . The uncertainty inx Is ±4 .6 percent (max.) 
and in h is ±0 .13 m m . 
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determination of jr, it would be useful to provide separate corre
lations for determining mjp and x independently. The correlating 
parameters introduced in this paper (M and H), and used below 
to correlate the present data, may prove to be useful in devel
oping universal correlations once the effects of the different 
geometries and measuring techniques have been determined (it 
is understood that one or more dimensionless fluid-property 
groups will no doubt appear as well). 

3.3 Correlation of Present Data. Correlations were de
veloped based on the present experimental data. They consist 
of the following relations: 

|VE|/rf = 0.87Fr^iL 

(11) 

(12) 

X = 0 .2exp[6//( l - n.67H)/{\ - / / ) ] 

+ 0.8(1 - Hy\-0m22 + 0.42/(1 + ipjp^]", (13) 

and 

exp[-1.84//^(l - H^)' (14) 

For given values of p^, po, d, h, mi.BGE. and mc.BLE, the corre
sponding values of mxp and x can be easily determined from the 
above relations (although AP and R were treated as independent 
variables in this experiment, their effect together is reflected in 
ffJL.BOE and mo,BLE I as seen in the correlating equations for on
sets, X and mxp). 

Equation ( I I ) correlates the present data of hnoE within ±five 
percent and its predictions are very close to those of Parrott et 
al. (1991), as can be seen in Fig. 14. Equation (12) correlates 
the present data of ABLE (for decreasing liquid level) within 
±five percent and its predictions are close to those of existing 
correlations, as shown in Fig. 15. Equations (13) and (14) 
converge to the appropriate limits at H = 0 and 1. They are 
consistent with the trends shown in Figs. 8-13, whereby x and 
M are functions of H with a slight dependence of x on P^, (or 

pjpc)-
Figures 17 and 18 show comparisons between all the present 

data and the correlating equations for x and M, respectively. 
Very good agreement can be seen in these figures. Quantita
tively, the experimental values of x were predicted with a root-
mean-square error of 8.1 percent over the range 0.001 < x ŝ 
1. As well, the experimental values of M were predicted with 
a root-mean-square error of 13.2 percent over the range 0.001 
=s M < 1.0 and a root-mean-square error of 8.2 percent over 
the range 0.01 s A/ < 1.0. It should be emphasized that these 
correlating equations are empirical and thus, their accuracy can 
only be assured within the range of conditions covered in this 
investigation. 

0.1 r 

0.01 

0.001 

H 

Fig. 18 Comparison between the present data for M and the proposed 
correlation. The uncertainty in H is ±0.007 (max) and in M varied between 
~ ±0.003 and ±0.037; see Section 2.4 for more detail. 

4 Concluding Remarks 

New experimental data are reported on the onsets of gas and 
liquid entrainment, mass flow rate, and quality during two-phase 
discharge from a large reservoir through a small (d = 6.35 mm) 
side branch under stratified conditions. These data cover the 
ranges of 316 < P, < 517 kPa, 40 < AP s 235 kPa, and 
1,000 < « < 3,000 (kg -m)" ' " . 

Influences of the independent parameters on the two-phase 
mass flow rate and quality were considered separately. These 
influences are shown to be significant when presented in terms 
of dimensional physical variables. However, these influences 
were largely absorbed when normalized parameters introduced 
in this study were used in presenting the data. 

Comparisons were made between the present experimental 
data and existing empirical correlations. Good agreement is 
shown between the present values of x and the correlation of 
Micaelli and Memponteil (1989). Empirical relations were de
veloped for the prediction of the two-phase mass flow rate and 
quality using the present normalized parameters. These relations 
agree very well with the experimental data. The new normalized 
parameters may prove useful in developing universal correla
tions once the effects of different geometries and measuring 
techniques have been determined. 

JFE Data Bank Contribution 
The experimental data generated in this investigation have 

been deposited in the JFE Data Bank. The data are listed in 
fourteen groups, each corresponding to one of the data sets of 
Table 1. 

0.001 

0.01 

0.001 0.01 0.1 

x-experimental 

Fig. 17 Comparison between the present data for x and the proposed 
correlation. The maximum uncertainty in the experimental x is ±4.6 per
cent. 
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Transport of Heavy Particles in a 
Three-Dimensional IVIixing Layer 
Particle transport in a three-dimensional, temporally evolving mixing layer has been 
calculated using large eddy simulation of the incompressible Navier-Stokes equations. 
The initial fluid velocity field was obtained from a separate simulation of fully devel
oped turbulent channel flow. The momentum thickness Reynolds number ranged from 
710 in the initial field to 4460 at the end of the calculation. Following a short 
development period, the layer evolves nearly self-similarly. Fluid velocity statistics 
are in good agreement with both the direct numerical simulation results of Rogers 
and Moser (1994) and experimental measurements of Bell and Mehta (1990). Parti
cles were treated in a Lagrangian manner by solving the equation of motion for an 
ensemble of 20,000 particles. The particles have the same material properties as in 
the experiments of Hishida et al. (1992), i.e., glass beads with diameters of 42, 72, 
and 135 pm. Particle motion is governed by drag and gravity, particle-particle 
collisions are neglected, and the coupling is from fluid to particles only. In general, 
the mean and fluctuating particle velocities are in reasonable agreement with the 
experimental measurements of Hishida etal.(l 992). Consistent with previous studies, 
the Stokes number (St) corresponding to maximum dispersion increases as the flow 
evolves when defined using a fixed fluid timescale. Definition of the Stokes number 
using the time-dependent vorticity thickness, however, shows a maximum in dispersion 
throughout the simulation for St ^ 1. 

1 Introduction 
Particle transport in free shear flows has been the subject 

of numerous studies owing to the relevance of these flows to 
engineering and scientific applications (e.g., see Crowe et al., 
1985; Chein and Chung, 1987; Samimy and Lele, 1991; Lazaro 
and Lasheras, 1992a, b; Hishida et al , 1992; Wen et al , 1992; 
Martin and Meiburg, 1994; Raju and Meiburg, 1995; Kiger and 
Lasheras, 1995; Marcu and Meiburg, 1996; Crowe et al., 1996). 
Consequently, various features of particle-laden free shear flows 
are now reasonably well known. Perhaps the most well known 
being that the large-scale vortical rollers often observed in these 
flows dominate particle transport. Particles with relaxation times 
comparable to the roller timescale, i.e., possessing Stokes num
bers near unity, can exhibit larger lateral dispersion than fluid 
elements (e.g., see Crowe et al , 1993, 1996). 

Though the influence of large-scale organized motions on 
particle transport is known, most engineering models do not 
yield accurate predictions of particle transport in free shear 
flows. Most models rely on Reynolds averaging in which the 
governing equations are averaged over time or ensembles in 
order to produce transport equations for mean quantities. Appli
cation of Reynolds-averaged methods to free shear flows is 
problematic since the time-dependent organized structures 
which have the greatest effect on transport are lost as a conse
quence of the averaging process. Therefore, techniques capable 
of representing structural interactions are required in order to 
accurately predict particle transport in turbulent free shear flows. 

A powerful approach for prediction of three-dimensional par
ticle-laden free shear flows is large eddy simulation (LES). In 
LES the large scales of motion are computed directly while the 
effect of the smallest (subgrid) scales are modeled. The primary 
advantage of LES over direct numerical simulation (DNS), in 
which the Navier-Stokes equations are solved without recourse 
to modeling at any scale, is that calculations at higher Reynolds 

Contributed by the Fluids Etigineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING , Manuscript received by the Fluids Engineering Division 
May 31, 1996; revised manuscript received June 9, 1997. Associate Technical 
Editor: D. P. Telionis. 

numbers are possible. Furthermore, since the small scales are 
more universal than the large scales, it is possible to use simpler 
models of the subgrid-scale (SGS) stress than are required to 
model the turbulent stresses in Reynolds-averaged techniques. 
One of the main improvements advancing LES as a viable tool 
for complex flows has been the development of dynamic subgrid 
modeling (Germano et al., 1991). Dynamic SGS models are 
especially attractive for computation of particle-laden flows 
since predictions of particle transport should be expected to be 
significantly improved by more accurate parameterizations of 
the turbulence. Therefore, the principal aim of the present study 
is application of LES and dynamic SGS models to the calcula
tion of a three-dimensional, particle-laden turbulent mixing 
layer. The reader is referred to Sirignano (1992), Stock (1994), 
Simonin et al. (1995), and Wang and Squires (1996a) for 
further discussion of other applications of LES to calculation 
of gas-phase turbulent flows laden with heavy particles. 

Of principal interest in this work is examination of particle 
transport in a high Reynolds number mixing layer evolving 
from fully developed turbulent initial conditions. In the majority 
of numerical simulations of free shear flows, perturbations are 
imposed on a well-defined initial velocity profile in order to 
initiate roll up and pairing. This approach is useful for examin
ing the interactions between particles and large-scale rollers 
since the enhanced dispersion for particles with St f̂  1 observed 
in previous work is a result of the strong interactions between 
the particles and large-scale coherent structures (e.g., see Crowe 
et al., 1996). It is worthwhile to point out, however, that the 
influence and universality of large-scale coherent motions in 
fully developed turbulent mixing layers has been a subject of 
study (e.g., see Hussain, 1983; Rogers and Moser, 1994). Rog
ers and Moser (1994) found, for example, that in a self-similar 
flow, growth of the mixing layer occurred without classical 
vortex pairings. It is then possible that the transport of heavy 
particles will differ in a mixing layer which does not possess a 
clearly identifiable large-scale structure, implying a possibly 
different Stokes number scaling at high Reynolds numbers. 
Therefore, it is also of interest to examine the Stokes number 
dependence of particle dispersion in a turbulent mixing layer 
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evolving from a fully developed initial condition in which there 
are no preferred disturbances imposed on the velocity field. 

Calculation of a mixing layer from fully developed initial 
conditions was first performed by Rogers and Moser (1994). 
In their work two realizations from the DNS of a flat-plate 
turbulent boundary layer were merged to form the mixing layer. 
Self-similar evolution of the flow was obtained for calculations 
in which no additional disturbances were imposed on the initial 
velocity field as well as a second case in which the initially 
two-dimensional disturbances were relatively weak. A similar 
approach has been adopted in the present study which models 
experimental conditions in which the boundary layers merging 
from the splitter plate are turbulent. 

The temporally evolving mixing layer is considered in this 
paper because of the considerable computational simplifications 
as compared to the spatially developing case, e.g., two homoge
neous directions over which to accumulate statistics as well as 
no requirement for specification of turbulent inflow/outflow 
conditions. The experimental measurements of the particle-
laden mixing layer considered by Hishida et al. (1992) serve 
as a baseline for evaluation of LES predictions. The particles 
used in the experiment were 42, 72, and 135 /im diameter glass 
beads. Mean and root-mean-square (rms) velocity fluctuations 
of both the fluid and particles were measured at several stream-
wise stations extending 250 mm downstream of the splitter 
plate. An overview of the numerical approach and treatment of 
the dispersed phase, as well as the statistical evolution of the 
fluid velocity field are discussed in Section 2. In Section 3.1 
LES predictions of the particle velocity field are compared with 
the experimental measurements of Hishida et al. (1992) and in 
Section 3.2 the dependence of particle dispersion on Stokes 
number is discussed. The conclusions are summarized in Sec
tion 4. 

2 Simulation Overview 

2.1 LES of a 3D Temporally Evolving Mixing Layer. 
A three-dimensional temporally evolving mixing layer was cal
culated using LES of the incompressible Navier-Stokes equa
tions. An eddy viscosity hypothesis was invoked to model the 
subgrid-scale stress in the fluid. The Lagrangian dynamic model 
developed by Meneveau et al. (1996) was used to compute the 
model coefficient (see also Germano et al., 1991). Since the 
main focus of the present study is on particle transport, the 
carrier flow was assumed unmodified by the presence of the 
dispersed phase, i.e., the coupling was from fluid to particles 
only. The equations governing conservation of mass and mo
mentum for the fluid were solved using the fractional step 
method on a staggered grid (e.g., see Kim and Moin, 1985; 
Perot, 1993; Wu et al., 1995). Second-order Adams-Bashforth 
was used for advancement of the convective terms and part of 
the SGS term while the Crank-Nicholson method was applied 
for update of the viscous terms and a portion of the SGS stress. 
The Poisson equation for pressure was solved using Fourier 
series expansions in the streamwise and spanwise directions 
together with tridiagonal matrix inversion. 

The initial condition for the velocity field is from a separate 
LES calculation of turbulent channel flow at Reynolds number 
based on friction velocity and channel half-width of 180 (see 
Wang et al., 1995; Wang and Squires, 1996a for details). Note 
that for the temporal layer considered in this work, statistically 
homogeneous initial conditions are appropriate (in the stream-
wise and spanwise directions). In the (spatially developing) 
experiment of Hishida et al. (1992), the properties of the 
splitter-plate boundary layers were not reported. Consequently, 
the initial conditions used in the LES are an approximation to 
the upstream conditions in Hishida et al. (1992). The Reynolds 
number based on the initial momentum thickness ^o and velocity 
difference AC/ is Re = ^Udjv = 710. The Reynolds number 
based on the free stream velocity and boundary layer thickness 

on one side of the layer is 177. This value from the LES is 
smaller than the measured value of 200 in the high speed side 
of the experiment by Hishida et al. (1992) and larger than that 
in the low speed side of the experiments. 

The size of the computational domain in the streamwise direc
tion, Lj = 116^0. and in the spanwise direction, L^ = 396'o, are 
the same as the domain size in the channel flow of Wang and 
Squires (1996a). The domain size in the cross-stream direction 
was increased to L, = 233^0 in order to minimize any adverse 
effects of the cross-stream boundary condition on the evolution 
of the layer. For most of the results reported in the next section, 
the fluid flow was resolved using 64 X 65 X 128 grid points 
in the j ; , y, and z directions, respectively. While a uniform mesh 
was used in the streamwise and spanwise directions, a stretched 
grid was used in the cross-stream direction with a clustering of 
grid points near the centerplane. For the temporally evolving 
layer periodic boundary conditions are appropriate for the 
streamwise and spanwise directions. No-stress boundary condi
tions were applied in the cross-stream direction along the top 
and bottom surfaces of the computational domain, i.e., H"2 = 
dui/dx2 = 0 where Ui and fii are the streamwise and cross-
stream velocity, respectively. 

2.2 Evolution of the Eulerian Velocity Field. Shown in 
Fig. 1(a) is the evolution of the momentum thickness along 
with the DNS results of Rogers and Moser (1994) for their 
unforced case. For a self-similar mixing layer the momentum 
thickness should increase linearly in a temporally evolving flow 
(downstream location in a spatially evolving layer). It is evident 
that the momentum thickness increases linearly after T = tAU/ 
9Q « 50. The dimensionless layer growth rate is about 0.017, 
which is slightly larger than the value of 0.014 from Rogers 
and Moser (1994). The range of r in the experiments quoted 
by Dimotakis (1991) is 0.014-0.022. Thus, the growth rate 
from the LES agrees very well with the experimental data. 
Figure 1(a) also shows that the momentum thickness increases 
by a factor of about 6 from r = 0 to T = 330, indicating that 
the Reynolds number based on the momentum thickness 6 and 
the velocity difference At / increased from 710 to 4,460. 

In the self-similar region the ratio of the vorticity thickness 
to the momentum thickness in the LES is about 4.5, close to 
the value of 4.8 obtained by Rogers and Moser (1994). This 
ratio is 4.44 for an error function mean velocity profile and 4.0 
for a hyperbolic tangent velocity profile. The Reynolds number 
based on vorticity thickness increased to over 20,000 in the 
LES, high enough such that the current simulations produce 
fully developed turbulence (Rogers and Moser, 1994). In com
parison with experiments on particle-laden mixing layers this 
value is larger than the range of Re„ ~ 1,000 — 4,500 in Wen 
et al. (1992) and Re^ ~ 2,700 in Hishida et al. (1992), while 
it is about half the value Res ~ 9,700 in Lazaro and Lasheras 
(1992a, b) and Kiger and Lasheras (1995). 

The evolution of the dissipation rate of turbulent kinetic en
ergy. 

L {{v + Vr)\SW,dy, (1) 

is shown in Fig. \{b), along with the results from Rogers and 
Moser (1994) (()„ denotes an average in the homogeneous x-
z plane). Also shown in the figure is the molecular dissipation 
j r ^ v{\SW,dy and SGS contribution J"^ {vrlSW.dy. It is 
interesting to note that the magnitude of the total dissipation in 
the LES is close to that of Rogers and Moser (1994) for T > 
50. For a self-similar mixing layer, the total dissipation rate 
should be a constant. At large T, the dissipation rates from both 
LES and DNS decrease, suggesting that self-similarity does not 
hold at later times. The self-similar region, as indicated by the 
region of constant dissipation, in the LES is roughly from 140 
< T < 280. Also interesting is that Fig. 1(b) shows the SGS 
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dissipation is substantially larger than the molecular value in 
the self-similar region. 

The mean velocity profiles at four times in the self-similar 
region are shown in Fig. 2(a) along with those from Rogers 
and Moser (1994) and the experimental measurements of Bell 
and Mehta (1990). It is clear that the collapse of the scaled 
mean profile is excellent and in good agreement with both DNS 
results and experimental data. A representative component of 
the resolved Reynolds stress tensor, {u'iu'i), where u" - u, — 
{ui)xz is shown in Fig. 2(b). The cross-stream fluctuations ex
hibit a reasonably good collapse and also agree well with the 
DNS and experiments. The effect of grid resolution on the 
cross-stream fluctuations is shown in Fig. 3. The cross-stream 
fluctuations shown in the figure are the most sensitive to changes 
in resolution (compared to the other normal stresses) and there
fore provide an appropriate diagnostic for examining the effect 
of grid refinement on LES predictions. Compared to Fig. 2, the 
streamwise and spanwise resolution in Fig. 3 have been coars
ened by 50 percent, the cross-stream grid spacings have been 
increased by as much as a factor of two. For the coarsest resolu
tion (Fig. 3 (a) ) , there is a relatively large discrepancy between 
LES predictions oiiu'iu'i) and experimental measurements. Re
fining the cross-stream resolution (Fig. 3(^)) improves both 
the collapse of the profiles and agreement with Rogers and 
Moser (1994) and Bell and Mehta (1990). Further refining the 
grid in each coordinate direction (Fig. 3(b) to Fig. 2) shows a 
substantially smaller change in LES predictions with respect to 
changes in grid spacing. It is important to point out that in 

calculations in which there is not a large separation between 
the filter width and grid spacing, as in the present work, there 
will not be an absolute invariance of statistics to changes in grid 
refinement. Thus, the primary effect of changing grid spacing is 
to determine a range of resolutions where LES predictions are 
relatively insensitive to further changes in grid refinement. With 
that in mind. Figs. 2 and 3 demonstrate the flow is both ade
quately and accurately resolved. 

2.3 Treatment of the Dispersed Phase. The particle 
equation of motion used in the simulations describes the motion 
of particles with densities substantially larger than that of the 
surrounding fluid and diameters small compared to the Kolmo-
gorov scale: 

dv, 

dt Pp4 d 
V - uKuj - «,) -I- ̂ <5,i (2) 

where v, is the velocity of the particle, «, is the velocity of the 
fluid at the particle position, and g is the acceleration of gravity. 
In the results shown in this paper, the fluid velocity u, in (2) 
is the resolved component. The body force acts along the (posi
tive) streamwise direction corresponding to the vertical config
uration of Hishida et al. (1992). The fluid and particle densities 
in (2) are denoted pf and p^, respectively, and d is the particle 
diameter. An empirical relation for Co given by Clift et al. 
(1978) was employed, i.e., C„ = 24[1 + 0.15 Reji^^^l/Re,, 
where the particle Reynolds number Re^ = |v - u\d/u. It 
should also be noted that (2) neglects the influence of virtual 
mass, buoyancy, and the Basset history force. For particles with 
material densities large compared to the fluid these forces are 
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negligible compared to the drag. Previous investigations have 
shown that the effect of shear-induced lift, while relevant to 
problems of particle deposition, is less significant to this work 
and therefore has been neglected (see McLaughlin, 1989). 

From computation of an Eulerian velocity field, (2) was inte
grated in time using second-order Adams-Bashforth. Since it is 
only by chance that a particle is located at a grid point where 
the Eulerian velocity field is available, fourth-order Lagrange 
polynomials were used to interpolate the fluid velocity to the 
particle position (see Wang et al., 1995 and references therein 
for discussion of interpolation errors). Particle displacements 
were also integrated using the second-order Adams-Bashforth 
method. Periodic boundary conditions were used to reintroduce 
particles which moved out of the computational domain in the 
streamwise or spanwise directions. The cross-stream dimension 
Ly was large enough such that no particle exits the computational 
domain. 

Properties of the dispersed phase were obtained by following 
the trajectories of 20,000 particles. The particles used in the 
simulations possess material characteristics identical to those in 
the experiments of Hishida et al. (1992): 42, 72, and 135 /itm 
diameter glass beads; the particle response time, which is de
fined as T„ = Ppd^Kl&Pf'^) is 0.014, 0.041, and 0.144s, respec
tively. For these diameters and sample sizes the dispersed phase 
volume fraction varies from 10"^ for the smaller particles to 
lO*"* for the 135 pm beads. For volume fractions in this range 
particle collisions are thought to be relatively less important 
(e.g., Crowe et al , 1996). However, in the central part of the 
layer, where particles were injected in the experiment and ini
tially seeded in the computations, local values of the volume 
fraction may be large enough such that collisions are significant. 
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The reader is referred to the work of Sommerfeld (1995) and 
Lavieville et al. (1995) for additional discussion of particle 
collisions. 

In the experiments of Hishida et al. (1992), particles were 
injected from a nozzle near the splitter plate. In the calculations 
particles are initially (randomly) distributed in x-z planes 
-0 .5D s y s 0.5D, where/) = 0.57 mm is the nozzle diameter. 
The three groups of particles have the same initial distribution 
and same initial velocity. The initial particle velocities are de
signed to match those of the 135 fim particles in the experiment 
(injection velocities for other particle sizes were not measured). 
LES predictions in the temporally evolving flow are compared 
to the spatially developing experimental results by first using 
the convection velocity in the experiment (8.5 m/s) to transform 
from downstream evolution to time. LES predictions are then 
compared to the experimental results at equivalent times made 
dimensionless using the local momentum thickness and velocity 
difference At/ . 

3 Results 

3.1 Comparison of LES Predictions to Experimental 
Measurements. LES predictions of the streamwise particle 
fluctuating velocity and shear stress, {v'^v'i}, are compared to 
the measurements from Hishida et al. (1992) in Figs. 4 and 5 
(v" = D, — (D/ ) is the particle velocity fluctuation). To compare 
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with the experimental measurements, LES statistics of the parti
cle velocities were sub-divided into x-z planes, mean and fluc
tuating velocities were then computed using ensemble averages 
in order to present statistical measures in the same manner as 
measured by Hishida et al. (1992). LES predictions are in 
reasonable agreement with the experiment and better than can 
be obtained using Reynolds-averaged methods (e.g., see Som-
merfeld, 1992). LES predictions for the 135 ̂ .m particles (not 
shown) are also in good agreement with measurements. It is 
apparent from both figures that the streamwise fluctuations and 
shear stress decrease with increasing values of the diameter (or 
Stokes number). Note also that the effect of particle sample 
size on statistics is shown in Fig. 4. As evident in the figure, 
statistics obtained using 10,000 particles are nearly indistin
guishable from those obtained in simulations where the sample 
size was doubled. 

Though not shown here, the cross-stream fluctuations are 
significantly smaller than the streamwise values. Some insight 
into the behavior of the statistics in Figs. 4 and 5 can be gained 
through consideration of the transport equation for the particle 
kinetic stresses. As shown by Simonin et al, (1995), the trans
port equation for the fluctuating quantity (V"D") can be obtained 
from the particle equation of motion (2) 

dt dx,„ 
{v';vj} = p,j + T^ + nij (3) 

where the mean particle velocity V, = (u,). The first term on 
the right-hand side, P^, represents production via the mean 
gradient of the particle velocity and does not require a model 
in a second-order closure. The triple correlation term, Ty, repre
sents transport by the particle velocity fluctuations and the last 
term, n,j , represents the momentum transfer rate from the fluid 
turbulence. If the fluid turbulence is modulated by the particles, 
n,^ would appear in the fluid momentum equations to account 
for the effect of particles on the fluid momentum. In the present 
case in which particle volume fractions are small, there is negli
gible effect of the particles on the fluid. 

For the temporally evolving mixing layer, the production 
term is non-zero in the streamwise direction. As shown in Fig. 
5, the particle shear stress decreases with increasing diameter. 
Since the cross-stream gradient of the mean flow (not shown) 
is similar for the three particle sizes, production of streamwise 
fluctuations through interaction with the mean flow will also 
decrease with increasing diameter, which is one effect contribut
ing to the decreasing streamwise fluctuation level for increasing 
diameter particles. It should also be noted that the particle ki
netic stress can be produced by the momentum transfer from 
fluid turbulence through Tly. The momentum transfer term is 
inversely proportional to the mean particle relaxation time. 
Since the relaxation time is proportional to the square of the 
diameter, the magnitude of kinetic stress production through n,y 
will be expected to decrease with increases in diameter (for the 
same density p,,). However, whether Ilii is a source or sink for 
the streamwise fluctuations depends on the value of {u"v") 
relative to {v"v"). 

Overall, the agreement between the LES and experiments is 
reasonable. It is difficult to precisely capture the streamwise 
development of the layer in the experiment, i.e., the different 
initial conditions in the simulation and experiment will contrib
ute to the discrepancies between LES predictions and measure
ments. In the LES, the layer evolves from the boundary layers 
on either side of a fully developed channel flow. The conditions 
of the splitter plate boundary layers in the experiment are not 
reported in Hishida et al. (1992). The velocity profile sUghtly 
downstream of the splitter tip in the experiment exhibits a slight 
wake component, an aspect also not replicated in the calcula
tions. Hishida et al.'s (1992) measurements indicate that after 
the momentum thickness has increased by about a factor of 
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seven the layer is relatively independent of the conditions near 
the splitter tip (i.e., at the station X = 100 mm in the experi
ment). The LES attains a nearly self-similar behavior after the 
momentum thickness has increased by less than a factor of 
three. All of these factors contribute to differences observed 
between LES predictions and experimental measurements. 
Slight differences in the initial particle velocities between simu
lation and experiment will also lead to a different evolution of 
the statistics (e.g., see Martin and Meiburg, 1994). An addi
tional source of error in LES predictions is due to the neglect 
of particle transport by SGS velocity fluctuations. Though not 
shown here, modeling the contribution of fluid subgrid velocity 
fluctuations yields a negligible change in statistics of the particle 
velocity field, consistent with the well-resolved nature of the 
calculations and strong filtering of small-scale/high-frequency 
motions by particle inertia (see also Wang and Squires, 1996a). 

3.2 Stokes Number Dependence of Particle Dispersion. 
Both experiments and computations have shown that particle 
dispersion in free shear flows is largest for particles with relax
ation times comparable to the timescale of the large-scale coher
ent motions typically observed in these flows. The dispersion 
of particles with Stokes numbers around unity may be larger 
than that of fluid elements because of their 'history' and ability 
to maintain large inertia (see e.g., Crowe et al., 1985, 1996; 
Chein and Chung, 1987). However, as previously discussed, 
the Stokes number scaling in a fully-developed turbulent mixing 
layer, not evolving from well-defined initial conditions, has not 
been investigated. A series of calculations were performed for 
glass beads with diameters ranging from 1.5 ^m to 135 /Ltm. 
For each diameter, the trajectories of 20,000 particles were 
tracked in the simulations. Particles were initially located along 
the centeiplane of the layer y = 0 and their velocity was initially 
zero. The particles are characterized by their Stokes number St 
= Tp/Tf, where Tf is the large eddy time scale (see Crowe et 
al., 1985, 1988, 1996). The flow time scale is defined using a 
length scale and the velocity difference between the upper and 
lower streams. 

Figure 6 shows the particle mean-square dispersion in the 
cross-stream direction, {Y^)(t) = {iy(t) - yo)̂ > = (y^(t)), 
where 3)0 = 0 is the initial location and ( ) denotes an ensemble 
average over all particles with the same Stokes number. It is 
clear that the smallest particles (1.5 /^m) follow the flow while 
the dispersion of larger particles can lead or lag the fluid, lagging 
at earlier times, leading at longer times in the evolution. It is 
also interesting to note the change in the dispersion beginning 
around T !« 200, corresponding to a "pairing" of the layer. 

In order to quantify the dispersion of finite-inertia particles 
relative to fluid elements, several quantities were examined: 
(1) the ratio of (F^> for particles to that of fluid elements, 
(y^),,/(F^)/, where (),, denotes an average over finite-inertia 
particles with the same St and ( ) j an average over fluid ele
ments; (2) the ratio of eddy diffusivity e = d{Y^)ldtl2 of 
particles to fluid elements, e^/e/; (3) the ratio of maximum 
displacement before a specific time of particles to fluid ele
ments, (I F|max)p/{|y|m«x)/; (4) the ratio of particle displace
ment at a specific time (averaged over all particles) to fluid 
elements, {\Y\y{\Y\)f. The quantity (F')p/(F")y is the most 
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further the peak moves to larger Stokes numbers. Martin and 
Meiburg (1994) and Raju and Meiburg (1995) found similar 
behavior in two-dimensional mixing layers evolving from an 
initial condition in which disturbances were superimposed on 
the initial profile. The fact that the Stokes number corresponding 
to maximum dispersion increases with time is also consistent 
with the mean-square dispersion shown in Fig. 6, where (7^) 
is largest for the larger particles at longer evolution times. 

Because of the time-dependent nature observed in quantities 
measuring dispersion such as those shown in Fig. 7, it is perhaps 
more appropriate to define an effective Stokes number which 
reflects the time-dependent evolution of the flow. A time-depen
dent Stokes number can be defined using a local lengthscale; 
in particular, the local vorticity thickness, resulting in St = r,,/ 
bjt\lj. The same ratios from Fig. 7 have been replotted in 
Fig. 8 as a function of the time-dependent St. It is interesting 
to note the relatively good collapse of the curves, with the 
exception of the values at the earliest time T = 108. Further
more, the maximum values occur near St = 1 at all times, 
consistent with the usual notion that dispersion is maximized 
for Stokes numbers near unity. For smaller St the particles 
behave similarly to fluid elements and have nearly identical 
dispersion while the dispersion of particles with larger St is 
much smaller than the fluid. More importantly, the results in 
Fig. 8 show that to obtain maximum dispersion for St = 1, the 
appropriate length scale is the vorticity thickness. It is interest
ing to note that definition of the Stokes number using the vortic
ity thickness is approximately the same as defining St using the 
dominant frequency of the layer, as suggested by Aggarwal 
(1994) (see also Wang and Squires, 1996b). It can be shown, 
for example, that if the mixing layer evolves self-similarly from 
a well-defined mean velocity profile (e.g., hyperbolic-tangent), 
the ratio between St defined using the fundamental frequency 

Fig. 7 Measures of particle dispersion with Stoltes number defined us
ing Initiai vorticity tliici<ness. T = 8; T = 5 0 ; - - - T = 9 1 ; 

T = 166 

common measure and has been used by several investigators in 
the study of particle dispersion in free shear flows (e.g., see 
Chein and Chung, 1988; Uthuppan et a l , 1994; Wang and 
Squires, 1996b). The ratio of eddy diffusivities was used 
by Hishida et al. (1992) but it is important to note the mea
sure used in their work (and in the present simulations) is 
strictly applicable to homogeneous turbulence. The quantity 
(|i'lm.ix),)/(|yLax)/was used by Chein and Chung (1987) in 
simulations of a mixing layer in which one of their interests 
was on the effect of vortex pairing on dispersion. For flows in 
which pairing strongly influences the dispersion process, 
(lylmujp/d i'lmiix)/is a relevant measure since it reflects the 
history of particle motion and the fact that dispersion can exhibit 
a wavy trend in response to the pairing process (Chein and 
Chung, 1987). The fourth, {| F!)„/(| F|)/ , depends on the parti
cle position at a specific time, rather than on its history as does 
(IFI max)p/( J y i mux)/- It should also be noted that other measures 
of dispersion can be obtained from profiles of the particle con
centration but require a larger sample size than considered in 
this study (see Martin and Meiburg, 1994; Raju and Meiburg, 
1995 for further discussion). 

In the present case, each of the measures of dispersion de
scribed above exhibit similar behavior. Figure 7 shows the evo
lution of two of these measures as a function of the Stokes 
number defined using the initial vorticity thickness Sto = T^I 
b^altM. At early times, the ratios shown in the figure are 
smaller than unity and their values decrease for larger Sto due 
to increasing particle inertia. For increasing time (e.g., T = 91 
in the figure) there is a peak, larger than unity, around Sto = 
10, indicating particle dispersion for this Stokes number is larger 

> H 

>. 

>. 

2 

1.5 

1 

0.5 

—-«" 

A ^"^ 
/ \ 

than those for both smaller and larger Sto- As time increases T = 315 

Fig. 8 Measures of particle dispersion with Stokes number defined us
ing local vorticity thickness. T = 108; T = 216; - • - T = 257; 
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of the time-dependent mean velocity and that defined using the 
local vorticity thickness is near unity (J^ 1.125). Thus, LES 
results indicate that the peak in dispersion for St ^̂  1 is linked 
to the dominant frequency of the layer and that the vorticity 
thickness is the appropriate lengthscale for defining the Stokes 
number. 

It should also be noted that since the lengthscales in a self-
similar mixing layer grow linearly in time, other definitions of 
the Stokes number will yield results similar to Fig. 8 with 
appropriate shifts in the horizontal axis. For example, defining 
the Stokes numbers using the time-dependent momentum thick
ness would result in maximums in the ratio of the mean-square 
dispersion occurring around a Stokes number of 4.5, which is 
the ratio of the vorticity thickness to the momentum thickness 
in the LES. 

4 Summary 

Large eddy simulation of the fluid turbulence along with a 
Lagrangian treatment of the dispersed phase were used to model 
a particle-laden, temporally evolving turbulent mixing layer. 
The layer is formed by merging the fluid velocities on either 
side of a fully-developed channel flow with particles initially 
seeded along a narrow band near the centerplane. LES predic
tions of fluid velocity statistics are in good agreement with both 
DNS results and experimental measurements, yielding a growth 
rate in excellent agreement with previous measurements and an 
extended region of self-similar evolution. 

LES predictions of particle velocity fluctuations were com
pared to the experimental measurements of Hishida et al. 
(1992). The level of agreement between the LES and measure
ments is quite good considering differences between simulation 
and experiment, i.e., the temporal flow in the LES vs. spatially-
developing experiment, differences in initial conditions, etc. 
Particle inertia introduces additional "history" into particle-
laden free shear flows, making them even more sensitive to 
initial conditions than their single-phase counterparts. Thus, 
even relatively small differences in factors such as initial/injec
tion conditions should be expected to have a greater impact in 
subsequent evolution of the layer. A related issue is that while 
the behavior of the particle kinetic stressese can be analyzed 
using their transport equation, an important effect not yet con
sidered in detail is that of initial conditions. 

As also discussed, because the temporally-evolving flow was 
considered in the present investigation, translation of experi
mental measurements to the temporally evolving frame was 
accomplished using the convection velocity of the layer. The 
validity of this transformation for comparing predictions of the 
temporal flow to the spatially evolving layer is reasonably well 
established for single-phase mixing layers. For the particle-
laden flow, this transformation is less accurate in the present 
case since the average injection velocity was about 10% of the 
layer convection velocity. Though not shown here, estimating 
convection velocities appropriate for a give particle size does 
improve comparison of LES predictions to measurements of 
the mean flow. Considering these and other differences it is 
noteworthy that the LES yields, overall, an accurate description 
of the flow, e.g., accurately reproducing the particle shear stress 
and capturing the strong anisotropy of the normal stresses. 

Measures of particle dispersion were qualitatively similar to 
that previously observed in mixing layers evolving from initial 
conditions with specific disturbances used to initiate roll up and 
pairing. Because the initial conditions of the flow were fully 
developed, the Reynolds number range achieved in the present 
study is substantially higher than other calculations, as well as 
some experiments. In the fully developed flow in which there 
is a range of energetic modes, the resulting larger-scale structure 
continues to strongly influence bulk transport. Also important 
is the temporal dependence of the Stokes number on dispersion. 
Pardcle Stokes numbers corresponding to the maximum disper

sion increases with time when defined using a fixed length scale, 
consistent with the fact that the flow timescale increases with 
evolution of the layer. Definition of St using the time-dependent 
vorticity thickness effectively scales the dispersion such that it 
is maximized for Stokes numbers near unity throughout the 
evolution of the flow, an interesting result in light of the depen
dence of the flow to upstream conditions. Further studies focus
ing on the spectral response of the flow will help to shed light 
on this finding. 

Finally, it should also be remarked the present work helps to 
establish the validity of LES for prediction of dilute gas-solid 
flows. LES provides a detailed description of both phases and 
serves not only to provide insight into the underlying structural 
features of the flow, but is also well suited for development and 
validation of two-phase flow models for engineering applica
tions. For more complex configurations with two-way coupling, 
phase change, etc., Reynolds-averaged models are computation
ally more viable, especially for engineering applications, but 
require significantly more empiricism than in LES. LES calcula
tions provide sufficient detail concerning both phases that clo
sure assumptions invoked in engineering models can be clearly 
evaluated. Accounting for the additional important phenomena 
occurring in two-phase flows will further increase the range of 
problems LES may make significant impact. 
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On the Choking of the Flow of 
Piezoviscous Liquids 
Experimental evidence for choking of a piezoviscous fluid in a capillary tube is 
presented. It is shown that under a nearly isothermal condition, it is possible for the 
flow to experience choking whereby increasing the inlet pressure ceases to affect the 
flow rate. The occurrence of this phenomenon can be predicted by noting a singularity 
in the flowrate equation in a capillary tube under typical conditions encountered in 
injection molding (cf Denn, 1981). Further examination of the general equations 
governing the shear flow of laminar, incompressible, linearly viscous (Newtonian) 
liquids under high pressures reveals a singularity in the solution for the pressure 
gradient. This apparently unreported phenomenon is shown to occur in liquids whose 
viscosity, ji, increases exponentially with pressure, p, as ii = p.oc'^'', where a denotes 
the pressure-viscosity coefficient. For a two-dimensional configuration with the shear
ing action taking place in the x direction and with p = p(x, y), the singularity is 
shown to take place when: T^̂  = ±(l/a) V T + O V I T ^ , at which case both dp/dx 
and dp/dy -> <». The occurrence of such a singularity in the pressure gradient may 
have an important physical implication in lubrication flows particularly in concen
trated contacts such as elastohydrodynamic lubrication of rolling element bearings 
and gears. 

1 Introduction 

A liquid is termed piezoviscous when its viscosity rises with 
pressure. This is typical of lubricating oils in nonconformal 
conjunctions such as rolling element bearings and gears. 

It is known that pressure-driven (Poiseuille) flow of a piezo
viscous liquid in a duct with a sufficiently long length gives 
rise to a pressure singularity upstream. If the entrance to the duct 
is placed at the singularity, the flowrate will be the maximum 
possible. That is, increasing the pressure at the inlet does not 
affect the flow rate so that flow is "choked." Denn (1981) 
with interest in the behavior of a high pressure flow in injection 
modeling analyzed the flow of a piezoviscous liquid in a capil
lary tube and went on to show that for an adiabatic flow, viscous 
heating combines with thermal softening to prevent choking 
altogether. 

A singularity in a flow may manifest itself in the form of 
localization. Shear localization giving rise to the formation of 
shear bands has been observed experimentally in the plane 
Couette shear of highly viscous liquids operating under high-
pressure and high-shear stress. There are two distinctly different 
physical mechanisms responsible for the formation of these 
shear bands: (1) Shear bands, as first reported by Bair et al. 
(1994a), can result from thermal run-away in a stress controlled 
experiment at a high Brinkman number. The theoretical analysis 
of adiabatic shear localization with an idealized inertialess liq
uid whose viscosity decreases exponentially with temperature 
predicts the occurrence of a shear band at the mid-plane where 
the temperature grows without bound. (2) Shear bands can 
result from mechanical failure of the liquid which has been 
modeled according to the Mohr-Columb criteria (Bair and 
Winer, 1994b). Slip occurs on a plane for which the ratio of 
shear stress to compressive normal stress attains the value of 
the material friction coefficient. We show in this paper that 
when the product of the shear stress in a piezoviscous liquid and 
the pressure-viscosity coefficient is unity, a pressure gradient 
singularity must exist for any departure from homogeneous 
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shear. This singularity may be the initiator of mechanical shear 
bands. 

In this paper, we first experimentally verify the occurrence 
of a choked flow in a tube and then concentrate on the governing 
equations of a general, two-dimensional flow of an incompress
ible piezoviscous liquid. The equations predict a singularity in 
the pressure gradients. The occurrence of such a singularity 
may have an important physical implication in lubrication flows 
particularly in concentrated contacts such as elastohydrody
namic lubrication of rolling element bearings and gears. 

2 Capillary Flow of Piezoviscous Liquids 

For very thin ducts or capillaries, the adiabatic idealization 
may be inappropriate and one might expect to approach a 
choked flow condition or to experience conditions under which 
the flow is insensitive to an increase in the inlet pressure. We 
experimentally investigate the capillary flow of two piezovis
cous liquids: polyphenyl ether, 5P4E, and polyalphaolefln, 
SHFIOOI. The viscosity, /i, of these liquids has been measured 
to pressures of 0.8 GPa using a falling body viscometer at 
temperatures T = 0°C to 227°C and fitted to the Yasutomi Free 
Volume Model (Yasutomi et al., 1984; Bair and Winer, 1995). 
See Fig. 1 for the pressure viscosity behavior at 22°C calculated 
from the Free Volume Model. The statistical details of curve-
fitting may be found in Yasutomi et al. (1984). It is convenient 
for the analysis to express the piezoviscous relation by the Barus 
equation 

11 = floe (1) 

where a is the pressure-viscosity coefficient, although it is ap
parent from Fig. 1 that the variation of viscosity with pressure 
is more complex than Eq. (1) implies. Setting 

tto 
9 In /Li 

dp 
(2) 

p=0 

we find that «„ = 61 and 31 Gpa"' for 5P4E and SHFIOOI, 
respectively. For isoviscous flow, Q, through a capillary of 
circular cross section with internal radius, R, the Hagen-Poise-
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Pressure, p/GPa 

Fig. 1 The variation of viscosity with pressure at 22°C for a polyphenyi 
ether, 5P4E and polyalphaolefin, SHF1001 

uille equation applies. The pressure at a distance L from the 
outlet at pressure zero is: 

(3) 

Penwell et al. (1971) derived the corresponding pressure for 
an isothermal, piezoviscous liquid as 

p = l n ( l - ap,„) 
a 

(4) 

by neglecting the radial pressure variation. 
Clearly, Eq. (4) yields a singularity forp,„ = \la which is 

located at L = i^R liaii^Q- Penwell et al. found experimental 
verification of Eq. (4); however, their pressure was always 
less than 1/a. Denn (1981) derived the inlet pressure, p , , for 
piezoviscous, adiabatic capillary flow given implicitly by 

a + Pi„ = e""/'"'. - e~ (5) 

and concluded that choking does not occur when viscous heat
ing is taken into account. Here, /? is the temperature-viscosity 
coefficient, -i9(ln ix)ldT, which we take to be 0.16 and 
0.085°C "' for 5P4E and SHFlOOl, respectively. P,„ is evaluated 
at the capillary inlet and pc„ is the volumetric heat capacity of 
the liquid, which is about 1.9 M J/m^°C. 

Figure 2 shows experimental results as data points for a stain
less-steel capillary with an inside diameter of 267 jMa (±10 
/um) and length of 7.45 cm. Pressure was measured with a 
Bourdon tube gauge (±0.7 MPa). Flow rate was determined 
to ±3 percent by timing the change of the liquid level in a 
pipette. The curves marked 1, 2, and 3 are computed from Eqs. 
(3) , (4) , and (5), respectively. As is customary, we have used 
a = «„ in Fig. 2. Curve 3 represents an adiabatic, piezoviscous 

2 

SHF 1001 

W X 

... 

1 

3_____ 

Fig. 2 Capillary inlet pressure versus flowrate (LIR = 560). Curve 1-
isoviscous; 2-isothermai, piezoviscous; 3-adiabatic piezoviscous. 

flow and offers poor agreement with the experimental data. The 
isoviscous solution (curve 1) is inaccurate for the inlet pressure 
greater than 1/a. The isothermal, piezoviscous solution (curve 
2) overestimates the pressure presumably because of viscous 
heating. 

A new capillary was prepared from stainless-steel surgical 
tubing with 178 ± 10 ^m inside diameter and 330 ixm outside 
diameter with a length of 61 ± 0.2 cm. The capillary was coiled 
into a water bath and one end was brazed to a high-pressure 
fitting. All but 10 cm of the capillary length was submerged. 
Results for SHFlOOl are shown in Fig. 3 for two runs. Appar
ently, this configuration approximates the isothermal ideal since 
choking is evident for a flowrate of about 0.58 mm'/s. The two 
isothermal, piezoviscous curves represent a = a„ for the solid 
curve and a = a* for the broken curve. Here, 

"*=[r dp (6) 

and is termed the reciprocal asymptotic isoviscous pressure in 

Mt*l 

Flowrate, Q/mm ŝ'' 

Fig. 3 Capillary inlet pressure versus flowrate {L/R = 6850) 
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elastohydrodynamics. It has been utilized as the pressure-vis
cosity coefficient for the general piezoviscous liquid and is 24 
Gpa ' for SHFIOOI. The choking flowrate is still greater than 
predicted using the improved a and this may be due to expan
sion of the capillary bore under pressure and viscous heating 
in the unsubmerged length. 

The significance of a* can be appreciated from substitution 
of dql Ho for dpi nip) in the differential form of the Hagen-
Poiseuille equation: 

dp SQdx 

fJ'(p) TTR' 
(6a) 

Substitution and integration along the length of the capillary 
yields 

(6b) 

where q - SI (f^o/(l^(p)))dp- The pressure is unbounded for 
q(co) = p.^^ which is equivalent top,„ = I/a*. 

3 Mathematical Development 

In this section, we focus on the two-dimensional, inertialess, 
incompressible flow equations for a linearly viscous flow (New
tonian) in the absence of thermal effects. We will show the 
existence of a singularity of a somewhat different nature where 
the pressure is bounded but the pressure gradient are not. 

The equilibrium equations written in the Cartesian coordinate 
system are: 

dp_ _ dr^ _̂  dr,, 

dx dx dy 

dp _ dr^ _^ dTyy 

dy dx dy 

e the deviatoric stresses, T,J, are defined as: 

„ du / dv du\ 
r „ = 2/x — ; T,. = M -^ + -r- ] ; T„ = 

ox \ax ay I 
- 2// 

d^) 

dy 

(7) 

(8) 

(9) 

The conservation of mass (continuity) equation reads 

f̂  + f̂  = 0 (10) 
ox oy 

The viscosity of the liquid, /.*, is assumed to increase with 
exponentially with pressure as prescribed by Eq. (1). 
Substituting Eqs. (1) and (9) into the equilibrium Eqs. (7) , 
and (8) yields: 

dp_ d^ Jdji\du dv d'-u 

dx dx^ \dx / dx dxdy dy^ 

+ l > \ ^ + f ^ ] ^ (11) 
,dy / dx \dy ) dy 

dp_ d^ ^(dp.\dy_ _du_ d\i_ 

dy ~ ^ dy'^ \dy) dy^ '' dxdy ^ ^ dx' 

dp\ dv I dp\ du 

dx J dx \dx } dy 
(12) 

The above equations can be rewritten in the following form: 

ft = /Li(M.„ + U„) + Ip^Ux + PyV^ + PyUy (13) 

Py = fX(V^^ + Vyy) "h 2 jXyV y "h ^^V^ ̂  ^^Uy (14) 

where the subscripts represent partial derivatives and we have 
made use of the continuity equation (10) to replace v^y = -u^^ 
a n d Uxy = —Vyy 

Further manipulation of (13) and (14) yields the following 
equations: 

ft = pV'u + lapUxPx + pM(Uy -t- Dj)ft, (15) 

ft = pV'v + lapVyPy + pa(Uy + Dx)ft (16) 

where V^M = M„ + Uyy. 
Simultaneous solution of Eqs. (15) and (16) for pressure 

gradients, p^ and ft gives 

Ml -

p[\ -

- 2apVy]'^'u + ap.\vx + UyjV^ 

D 

- 2apUx]S/'v -\r a/.t^[ii,, -1- M^JV^M 

(17) 

ft = - — ^ - (18) 

where D = [1 — 2a//M^][l — 2a/uVj] — a'p\vx + UyY• 
If the expressions appearing in the numerator of Eqs. (17) 

and (18) are finite and nonzero, then when the denominator 
Z3 -» 0, the pressure gradients become singular. To examine the 
necessary condition for this singularity to take place, rewrite 
the denominator in the following form: 

•L^i^W 
a'fj?' \aixj 

Au^Vy (V, + Uyf = 0 (19) 

where we have made use of the continuity Eq. (10). 
Alternatively, Eq. (19) can be written as 

_D_ 
1 2 ap 

+ jxxjyy - (yxx)^ (20) 

where we have made use of the relationships: y^^ = 2u/, jyy = 
^Vy-, jyx = Dx + Uy. 
Finally, Eq. (2) be put in terms of the shear stresses as shown 
below: 

D 1 

This implies that where 

'• + T T = 0 
xy ' ' xx' yy *-' 

• Vl + a'T,,Tyy 

(21) 

(22) 

dpidx and dpidy -> oo. This is equivalent to the principal shear 
stress being 11 a. 

Note that in deriving the above equations the usual lubrication 
assumption—commonly referred to as the thin-film flow was 
not invoked. As a special case, Eq. (22) reduces to r̂ .̂  = ± 1 / 
a when T^ or Tyy is identically zero. It can be shown that when 
the component of the velocity in the y direction D = 0, the 
singularity condition is identical to Ty^ = ±\la. This particular 
case, which we shall take up next, pertains to the flow in a slit. 

3.1 Two-Dimensional, Inertialess, Incompressible, Flow 
Between Parallel Planes. The radial component of the veloc
ity, Vr, of a flow through a capillary with a = 0 is nil if the no-
slip boundary condition holds. Denn (1981) showed that Vr = 
0 even when the viscosity varies with pressure according to Eq. 
(1) . Following Denn's result for capillaries, we shall assume v 
= 0 for flow between parallel planes (slit flow). When D = 0, 
dv/dx = dvldy = V\ = 0 and from Eq. (10) we have duldx 
= 0 so that V̂ M = d'uldy'. Also, from Eq. (9) it follows that 
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following. 
Tyy = 0. Therefore, Eqs. (18) and (19) reduce to the 

LLt4'yy 

1 - (afiUy) 

^ — 5 '^ 
1 - {ajiUy) 

(23) 

(24) 

3.1.1 Plane Poiseuille Flow. To evaluate an expression 
for pressure, it is necessary to determine the velocity gradients. 
Let u{y) be identical to the isoviscous velocity profile which, 
assuming that the no-slip boundary condition holds, takes on 
the following form: 

u{y) = uA 1 
h^ 

(25) 

where u„{u„ < 0) denotes the centerline velocity where y = 0 
and the full gap size is h. The exit is at x = 0 and « < 0 so 
that pressure increases with x. Integration of Eq. (25) across 
the gap yields the volumetric flow rate per unit width, q, given 
below: 

q = ^uji 

The velocity gradients in terms of the flow rate are: 

(26) 

du 
and 

d^u 

dy ^^h'^ """ dy' 

Substitution of Eqs. (27) in (23) yields 

dp . pl^e"" 

dx 

I2q 
= - ^ . (27) 

[1 - iyaple"")'^] 
(28) 

where the isoviscous pressure gradient p'i„ = 12qn„/h^. 
At the gap mid-plane (y = 0) , the pressure gradient is: 

dp 

dx Pke Le'"'^y-o (29) 
y^O 

Integrating (29) upstream from inlet, x = 0, gives 

e-'"'\^o = 1 - aplx (30) 

or 

1 
p\y^o = In ( 1 - Q:p,„) (31) 

where pi„ = p'^x which is p for isoviscous flow. Therefore, the 
midplane pressure is the same as that given by Eq. (4). Hence, 
the centerline pressure grows without bound when jo,„ = 1 / 
a. We re-emphasize that the above analysis assumes that no 
secondary flow occurs and v = Q. Furthermore, it can be shown 
that while in a capillary tube the cross-flow velocity v, = 0, the 
same does not hold for a piezoviscous liquid flow in a slit. See 
Appendix A and Bair et al. (1997) for details. 

4 Closure 

Experimental measurements of flow rate in a capillary tube 
under high inlet pressures presented in this paper attest to the 
existence of a choking phenomenon whereby flow ceases to 
respond to upstream pressure variation. This phenomenon, 
which has been predicted in the published literature, is said to 
occur for liquids whose viscosity vary with pressure and under 
isothermal conditions (Denn, 1981). The origin of the choking 
prediction is in a form of a singularity in the flow equation as 
derived by Penwell et al. (1971). To the authors' best knowl
edge, however, the present paper shows the first experimental 

evidence for this phenomenon. A parallel mathematical devel
opment for pressure-dependent liquids in a two-dimensional 
Cartesian coordinate system reported in this paper shows the 
existence of a somewhat different nature. It is shown that if the 
shear stress, r^y, satisfies Eq. (22), the pressure gradients dpi 
dx and dpidy -> oo. The concept of this singularity may prove 
to play a role in elastohydrodynamic lubrication; although the 
analysis provided here is general and does not invoke the so-
called thin-film assumption. Further, it is possible that the nucle-
ation of mechanical shear bands in liquids may be explained 
by such singularities. 
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A P P E N D I X A 

Secondary Flows in Piezoviscous Liquids Flowing Be
tween Parallel Plates 

In the analysis presented in Section 3.1 it was assumed that 
for flow between parallel plates the component of the velocity 
normal to the boundary, v, is nil. This is true for isoviscous 
flows and can be easily verified. For Piezoviscous flows, this 
assumption allows great simplification of the Navier-Stokes 
equations and is analogous to the result obtained by Denn 
(1981) for cylindrical Poiseuille flow. However, neglecting the 
cross-film velocity component in a flow of a piezoviscous fluid 
between parallel plates results in inconsistent cross-derivatives 
of pressure and is indicative of formation of secondary flows. 

Let us begin by assuming that 

u = u(y) and D = 0. (A-1) 

Recall that the pressure gradients are given by (23) and (24) 
when t) s 0. 

dp 

dx 
I yy 

1 - {afiUy) 

dp 

dy 

aU^UyUyy dp 
' '' = a/jUy — 

1 — (aixUy) dx 

(A-2) 

(A-3) 

Differentiating (A-2) with respect to x and (A-3) with respect 
to y yields after much manipulation, 

_d_fdp 

dy \dx 
^3^^^^^^_^2a^«, /a / ,v^ dpd£UyyydiP 

dy dx Uyy dx dy J dx 

dx 

^ dp dp 2a^u„ 

dy dx dy 

^ dp 

dx 

(A-4) 

(A-5) 

Equating the RHS of (A-4) and (A-5) reveals properties of the 
admissible form of u{y) when v = 0. 
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dp 
dy 

dp 

dx 
(A-6) 

d_ /dp 
dx \ dx + 2aV — 

dpy 
dx 

Equation (A-6) implies that the parabolic form of the velocity 
is inappropriate for a =f= 0. 

Additional information can be extracted by considering that 
duyyyidx = 0, slncc V = 0. Now, 

Substituting (A-9) into (A-8) yields 

aji + /" 
d^p 

dx^ 
= 0 

So that 

dp -d^p 
^ dx J dx^ 

Differentiating Eq. (A-2) with respect to x gives 

(A-7) 

(A-8) 

2 2 9p 
" tJ'Uy — 

dx 

(A-9) 

(A-10) 

which must be satisfied for u = 0. Substituting the expression 
for dpidx from (A-2) into (A-10) yields: 

1 - a^f/uy 1 1 1 
— a\xUy (A- l l ) 

which is, of course, a contradiction. Therefore, u ^ 0, and a 
secondary flow must occur for a =)'= 0 when a Poiseuille compo
nent exists. 
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Boundary-Layer Control by Electric 
Fields 

R. Vilela Mendes^ and J. A. Dente^ 

1 Boundary Layers and Boundary Layer Control 

In turbulent boundary layers, near-wall streamwise vortices 
are responsible for the high skin friction drag. Therefore, most 
recent attempts (Sirovich and Karlsson, 1997; Lee, et al., 1997) 
to reduce the skin friction drag concentrate on the control of 
the interactions between the vortices and the wall. However, 
because of the very large ratio between laminar and turbulent 
skin friction drag, it also makes sense to devote some effort 
to delay the transition. The control techniques that have been 
proposed include suction of slow-moving fluid through slots or 
a porous surface, use of compliant walls and wall cooling (or 
wall heating for liquids). Another class of techniques for bound
ary-layer control consists in acting on the flow by means of 
electromagnetic forces. Here different techniques should be en
visaged according to whether the fluid is weakly conducting 
(an electrolyte like seawater or an ionized gas) or a good con
ductor (like a Uquid metal). Proposals for boundary-layer con
trol by electromagnetic forces trace its origin to the papers of 
Gailitis and Lielausis (1961), Tsinober and Shtern (1967), and 
Moffat (1967). Interest in these techniques has revived in recent 
years and some more accurate calculations and experimental 
verifications have been carried out, mostly in the context of 
electrolyte fluids (Tsinober, 1990; Henoch and Stace, 1995). 

In this note we are concerned with the flow of air along an 
airfoil when a layer of ionized gas is created on the boundary-
layer region. Local ionization of the air along the airfoil not 
being practical from the technological point of view, we will 
assume that a stream of ionized air (or other ionized gas) is 
injected through a backwards facing slot placed slightly behind 
the stagnation point (Fig. 1). The body force that we consider 
to be acting in the ionized fluid is a streamwise electric field 
created by a series of plate electrodes transversal to the flow 
on the airfoil surface. 

In addition to numerical calculations, we obtain scaling solu
tions and analytical design formulas. Here we simply report the 
main results. More detail may be obtained from a full report 
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Suction pump r— 

Air ionizer 

Fig. 1 Airfoil transversal cut shiowing ionized air injection, suction pump 
and plate electrodes 

available as an electronic preprint [physics/9705020 at xxx.lan-
l.gov]. The conclusion is that, by itself or in conjunction with 
other methods, this technique may be useful in delaying the 
transition. 

2 Ionized Boundary Layers With Electric Fields 

The Boundary-Layer Equations. We use orthogonal cur
vilinear coordinates, with x parallel to the surface along the 
flow, y normal to the surface and assume that K6 is small {K 
being the curvature and 6 the boundary layer thickness). Trans-
lational symmetry along the spanwise z-direction is assumed. 
Denote by M and C the components of the fluid velocity along 
the X and y directions. p„ is the mass density, a^ the electric 
charge density and E an applied electric field. The tilde denotes 
quantities in physical dimensions to be distinguished from the 
adimensional quantities defined below. Consider typical refer
ence values Lr, 6r, Ur, pr, Vr, or, E, lox thc airfoil width, 
the boundary layer thickness, the fluid velocity, the fluid mass 
density, the kinematic viscosity, the fluid charge density and 
the electric field. Then we define the adimensional quantities 

t = t 
U, 

u 

PrUl 

V 

V, 

- ^ 

vLr 

RL-

_ cr 

0-, ' 

y = 
y_ 
Sr' 

_ Pjn 

Pr 

UrLr 

E = 
Er 

(1) 

In general, RL > I. We neglect terms of order 1//?/, and 
6^/Lj and also notice that the y-component of the electric field 
is suppressed by the factor Sr/L,.. 
Defining Ue = u (y = °°), a stream function tj/ and a change of 
variables 
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Me y il,^{u,vujy'^^{x)f{x,r)) (2) 

w i t h UJ = LII61RL = LrVylSlUr, y = Lr<TrEr/U^rPr, « = Sl/f/ 
dy and v = -(dip/dx), we obtain, for stationary solutions 

977 
av dUe 

1 + c / — + ^ 

+ Ĉ  
9 V a/ df d'f 
dr]^ dx dr] drjdx 

-^eMcr(x,v)EAx,v) (3) 

Scaling Solutions. With plate electrodes transversal to the 
fluid flow the mean electric field in the A:-direction may be 
parametrized by 

E, = six) 
l(x) 

l\x) + y ' 
(4) 

£0 = g{x)ll{x) is the field at y = 0 and l{x) is of the order of 
the electrode spacing. For thin boundary layers the field £^ may 
with good approximation be considered to be independent of y 
throughout the boundary layer thickness. Ionized gas is injected 
through a slot near the leading edge of the airfoil, being then 
carried along the airfoil surface by the flow. The steady-state 
charge distribution in the boundary layer is obtained from the 
continuity equation 

aix,y) = ao( 1 - d,ip{x,y))e{ 1 - d^x, yWix - x^) (5) 

where (TQ is the injection intensity, d\ the rate of depletion, 1// 
the stream function and Xo the coordinate of the injection slot. 
The dynamically-dependent charge density profile may also be 
parametrized by the simpler formula 

(6) o-(x, y) = (To 1 

A scaling solution is one for which / i s a function of 77 only. 
Equation (3) becomes 

(/")' + CS//" + ^ | ^ u. ax 

UePm 
e{x)a,{\ -f')g(x) 

l{x) 

uj (x) + ujiy^ ix)rj 
(7) 

with boundary conditions/(O) = / ' ( 0 ) = 0, / ' (°o) = 1. We 
have denoted/ ' = df/dr; and ^ = d^/dx. With the pressure 
approximately constant for length scales L of the order of the 
airfoil du^/dx » 0. The factorized nature of Eq. (7) implies 
that solutions exist only if 

C|, C3 and C4 being constants. Therefore 

= C4I ^(x) (8) 

iix) 

l{x) = vCi^ix) (9) 

There are two interesting situations. The one with Ci * 0 Ca = 
0 and the one with Ci = 0 C2 =̂  0. The first one corresponds to 
a boundary layer starting at A: = 0 and growing with x"^ and 
the second to a constant thickness boundary layer. In the first 
case one chooses C2 = 0 to obtain a boundary layer starting at 

Fig. 2 Effective boundary layer tliicl(ness S* (f'(S*) = u/u, = 0.95) for 
tlie constant thicltness scaling solution 

X = 0. The scaling hypothesis requires then an electric field 
that is singular ai x = 0, y = 0 (E^ ~ x~^). In any case this 
electric field solution is not very interesting for our purposes 
because it leads to a boundary layer growth of j " ^ , as in the 
free force Blasius solution. In the second case the equation is 

/" ' ( r , ) + ( l - / ' ( r ? ) ) 
^ ' - f - 7 7 ' 

= 0 (10) 

with C| = 0, C2 * 0, a = yaoCsVC4/UtPpmUoj, b = ^UcC^lvuj. 
With the replacement (̂ (77) = 1 - firj) and choosing C4 = 
vujiue, which is a simple rescaling of ^, Eq. (10) becomes 
the zero-eigenvalue problem for a Schrodinger equation in the 
potential al{\ -1- 77^). Using the WKB approximation we obtain 

/ ' ( ? ? ) = 1 
(1 +77^)' 

(77 + Vi + 77̂ ) 2\-la (11) 

which is a very good approximation to the exact solution for a 
> 1. Figure 2 shows the effective boundary layer thickness as 
a function of a. The effective boundary-layer thickness &* is 
defined here as the value of 77 at which the velocity u reaches 
0.95 of its asymptotic value u^. A very fast thinning of the 
boundary layer is obtained (several orders of magnitude) for a 
relatively short range of the a parameter. Figure 2 shows the 
variation of 6* for small a. For large a (and small 6*) one has 
the asymptotic formula 

w 

If the longitudinal electric field JÊ  is assumed to be a constant 
(£0) throughout the boundary-layer thickness, with the same 
charge profile, the solution is even simpler, namely 

/ '(77) = 1 - e""^ (12) 

with ^ = Vc2 and h = yc2aoEo/Pulp,„. 
For reference values of the physical quantities in Eqs. (1) 

we take 

U, = 100 ms^ 

<5, = 10' 

Er 

Lr = 1 m, 

Pr = 1.2 Kg m"' 

500 Vcm^ ' , CT, = 15 AiC cm^', 

Ur = 1.5 X 10"^ m^ S-' 

m. 

(13) 

For these reference values, the adimensional constants w and y 
are w = 0.15 and y = 62.499. 
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Fig. 3 Contour plot of f'{x, rj) for S = 0.6 

Let y* he the point at which ulue = 0.95. If stability of a 
laminar boundary layer cannot safely be guaranteed for local 
Reynold numbers Rs = Uey*/^ greater than about 10', we obtain 
for the classical force-free Blasius solution, and these reference 
parameters, thaty* — 0.15 mm and, without control, the laminar 
region would be of the order of 1 cm, a tiny portion of a typical 
wing. 

From the scaling solutions we may obtain an estimate of the 
controlling effect of a streamwise electric field on the boundary 
layer profile. The result is that a constant thickness boundary 
layer with local Reynolds number Rs = 10^ is obtained for a 
charge density, in physical units, equal to CTO = ffoffr = 14.36 
IxC cm"-*. 

The above estimate is obtained using the reference values for 
the kinematic variables. For other values we have the following 
designing formula (in normalized units) 

CTo^o = 0.957 
ulp„, 

lO^^Rlv 
(14) 

For design purposes, another important estimate concerns the 
total current / of the injected ionized gas, which determines the 
required ionization power. Integrating (6) over the boundary 
layer one obtains 

/ = 0.03675 L 
£o 

(15) 

with the current in physical MKS units and all terms in the 
right-hand side being adimensional quantities normalized by the 
reference values. 

3 Numerical Results 
For the numerical solution of Eq. (3) , with a given by Eq. 

(6) , we use an implicit finite-difference technique (Blottner, 
1970; Davis, 1970; Hamilton et al., 1992). The electric field is 
parametrized as in Eq. (4) , namely 

u.f 

E, = Eo 
uJ 

+ eix)v' 

with Uel^/uj - 666.66 which corresponds to / = 10, «,, = 1 and 
vu) = 0.15. For these parameters the electric field has only a 
small variation throughout the boundary layer region. For the 
scaling function we take ^(x) = \x. Then all results depend 
only on the variable S 

62.499 ulp„ 
COEQ 

( 5 = 1 when all quantities take the reference values). In Fig. 
3 we show a contour plot of the numerical solution f o r / ' (x, 77) 
(=ulUe) when S = 0.6. From the x-dependence of the numerical 
solutions we may compute the effect of the electric field in 
extending the laminar part of the boundary layer. By defining, 
as in Section 2, the length of the laminar part as the x-coordinate 
corresponding to a local Reynolds number of 10' and denoting 
by XQ \UIUC = 0.95) the force-free value we have obtained for 
the ratio R = xlxo the results shown in Fig. 4. For 5 = 0 we 
obtain the Blasius solution and as we approach S = 0.957, 
corresponding to the scaling solution, the ratio diverges. The 
matching of the results in the force-free and scaling limits is a 
good check of the numerical algorithm. A clear indication of 
the results in Fig. 4 is that not much improvement is obtained 
unless one is able to obtain ionization charge densities of the 
order of the reference value o-,. 

4 Remarks 

1 In this paper we have concentrated on controlling the 
profile of the boundary layer. The profile has a direct effect on 
the laminar or turbulent nature of the flow which, in a simplified 
manner, we estimated by a local Reynolds number Rs = u^y*! 
v) defined as a function of the effective thickness y*. Another 
relevant aspect, of course, is the active control of the transition 
instabilities that can be achieved by electromagnetic body forces 
on the charged fluid. A simplified treatment of the Tollmien-
Schlichting fluctuations leads to the conclusion that a space-
time modulation of the electric field, with the appropriate phase, 
is equivalent to an effective viscous damping effect which de
lays the growth of the transition region instability. For this to 
be effective one needs to detect the phase of the wave instabilit
ies by electromagnetic probes. Absolute synchronization of the 
feedback electric modulation is, however, not so critical as in 
acoustic noise cancelation, because here the objective is only 
to obtain an effective damping effect. The effective damping 
gives an intuitive understanding of why a feedback electric 
modulation might work. A more rigorous treatment requires 
the solution of an integro-differential eigenvalue problem. For 
details refer to Vilela Mendes (1997). 

2 Because of the perturbation induced by the injection 
method, it seems advisable to use this method in conjunction 
with suction and passive control in the rear part of the airfoil. 

Fig. 4 Ratio of boundary iayer iaminar regions witli and witliout eiectric 
fieid control 
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Even if a fully laminar boundary layer may never be completely 
achieved, any small improvement will become, in the long run, 
quite significant in terms of fuel consumption. 

References 
Blottner, F. G., 1970, ' 'Finite Difference Methods of Solution of the Boundary-

Layer Equations," AIAA Journal, Vol. 8, pp. 193-205. 
Davis, R. T. 1970, "Numerical Solution of the Hypersonic Viscous Shock-

Layer Equations," AIAA Journal, Vol. 8, pp. 843-851. 
Gailitis, A. K., and Lielausis, O. A. 1961, "On the Possibility of Drag Reduc

tion of a Flat Plate in an Electrolyte," Appl. Magnetohydrodynamics, Trudy Inst. 
Fis. AN Latv. SSR, Vol. 12, pp. 143-146. 

Hamilton II, H. H., Millman, D. R., and Greendyke, R. B. 1992, "Finite-Differ
ence Solution for Laminar or Turbulent Boundary Layer Flow Over Axisymmetric 
Bodies with Ideal Gas, CF4 or EquiUbrium Air Chemistry," NASA Langley 
Research Center report no. L-17102. 

Henoch, C , and Stace, ]. 1995, "Experimental Investigation of a Salt Water 
Turbulent Boundary Layer Modified by an Applied Streamwise Magnetohydrody-
namic Body Force," Physics of Fluids, Vol. 7, pp. 1371-1383. 

Lee, C , Kim, J., Babcock, D., and Goodman, R. 1997, "Application of Neural 
Networks to Turbulence Control for Drag Reduction," Physics of Fluids, Vol. 9, 
pp. 1740-1747. 

Moffat, H. K. 1967, "On the Suppression of Turbulence by a Uniform Magnetic 
Field," Journal of Fluid Mechanics, Vol. 28, pp. 571-592. 

Sirovich, L. and Karlsson, S. 1997; "Turbulent Drag Reduction by Passive 
Mechanisms," Nature, Vol. 388, pp. 753-755. 

Tsinober, A. B. and Shtern, A. G. 1967, "Possibility of Increasing the Flow 
Stability in a Boundary Layer by Means of Crossed Electric and Magnetic Fields," 
Magnetohydrodynamics, Vol. 3, pp. 103-105. 

Tsinober, A. B. 1990, "MHD Flow Drag Reduction," Viscous Drag Reduction 
in Boundary Layers, Bushnell, D. M. and Hefner, J. N., Progress in Astronautics 
and Aeronautics, Vol. 123, American Institute of Aeronautics and Astronautics, 
Washington, pp. 327-349. 

Vilela Mendes, R. 1997, "Active Control of Ionized Boundary Layers," LANL 
chao-dyn/9705017, to appear in Int. Journal of Bifurcation and Chaos (1998). 

Analytical Solution to Flux 
Enhancement in Laminar 
Concentrically Stratified Pipe Flow 
of Bingham and Newtonian Fluids 

C. D. Buchanan/ C. Kleinstreuer/ and 
P. W. Longest^ 

Introduction 

Of interest is the efficient pipe flow of industrial fluids such 
as pastes, paints, food stuff, slurries, and dense particle suspen
sions which can be well represented by the Bingham fluid 
model. A simple Bingham fluid model consists of a fixed yield 
stress, below which the material moves like a solid, and a linear 
function between the deviatoric stress in excess to the yield 
stress and the shear rate. The ratio of the yield stress and the 
viscous stress is referred to as the Bingham number. For a given 
pressure gradient, the flow rate of such highly viscous non-
Newtonian fluids can be enhanced when a low-viscosity immis
cible Newtonian fluid layer, coating the inner pipe wall, is em
ployed as a lubrication film. Related applications of stratified 
immiscible fluid flows in pipes include drag reduction in arterial 
blood flow with a cell-free wall plasma layer (Oka, 1981), two-
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Fig. 1 System schematic and representative velocity profile 

phase flow in a tubular polymerizer (Kleinstreuer and Agarwal, 
1987), fluid displacement by another in oil drilling (Bakhtiy-
arov and Siginer, 1996), two-layered fluid flow enhancement 
in a pipe employing oscillatory pressure gradients (Mai and 
Davis, 1996), and water-lubricated transport of heavy oils (Jo
seph et al., 1997). 

There are two stability aspects to be considered for these 
types of engineering applications, i.e., the transition to turbulent 
pipe flow and the possible instability at the interface between 
the two fluids. Frigaard et al. (1994) analyzed the stability of 
plane Poiseuille flow of a Bingham fluid and showed that the 
transitional Reynolds number Re„ increases almost linearly with 
the Bingham number B. Interface instability is mainly associ
ated with the viscosity jump assuming that density stratification 
is stabilizing. Hooper and Grimshaw (1985) developed an am
plitude evolution equation for shear flow of two layered fluids 
in a horizontal channel. They formed a critical parameter k^sl 
rf S 1, i.e., wave amplification or decay, where k is the wave 
number of the disturbance, s represents the stabilizing effect of 
surface tension, and d is the growth rate of the linear distur
bance. Published theoretical investigations which focus on flux 
enhancement stayed below such critical flow parameter values 
in order to avoid these types of instabilities. 

The present study provides an analytical solution, not found 
in the open literature, to the idealized problem of flux enhance
ment for a Bingham fluid transported in a horizontal pipe with 
a constant smooth lubricating film of a low-viscosity Newtonian 
fluid (Buchanan, 1996). The model can be readily used for 
parametric sensitivity analyses, as shown in the present paper, 
as well as for stability investigations and as a benchmark for 
more comprehensive numerical models. 

Theory 

Bingham Flow Equations. Assuming steady laminar axi
symmetric fully-developed flow of a Bingham fluid surrounded 
by a constant layer of a low-viscosity Newtonian fluid (cf. Fig. 
1), the reduced continuity and momentum equations (Klein
streuer, 1997) with dpidz ^ IS.plL = constant and 

To - fxadvjdr for T > TQ (Bingham fluid) 

r,j = \ indeterminate for r < TQ (Bingham fluid) 

-^dvjdr for all r (Newtonian fluid) 

( l a - e ) 

can be directly integrated. The results are for the shear stress; 

T,., = — ^ r 
IL 

for the Newtonian film of region I: 

(2) 
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Even if a fully laminar boundary layer may never be completely 
achieved, any small improvement will become, in the long run, 
quite significant in terms of fuel consumption. 
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Analytical Solution to Flux 
Enhancement in Laminar 
Concentrically Stratified Pipe Flow 
of Bingham and Newtonian Fluids 
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Introduction 

Of interest is the efficient pipe flow of industrial fluids such 
as pastes, paints, food stuff, slurries, and dense particle suspen
sions which can be well represented by the Bingham fluid 
model. A simple Bingham fluid model consists of a fixed yield 
stress, below which the material moves like a solid, and a linear 
function between the deviatoric stress in excess to the yield 
stress and the shear rate. The ratio of the yield stress and the 
viscous stress is referred to as the Bingham number. For a given 
pressure gradient, the flow rate of such highly viscous non-
Newtonian fluids can be enhanced when a low-viscosity immis
cible Newtonian fluid layer, coating the inner pipe wall, is em
ployed as a lubrication film. Related applications of stratified 
immiscible fluid flows in pipes include drag reduction in arterial 
blood flow with a cell-free wall plasma layer (Oka, 1981), two-
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phase flow in a tubular polymerizer (Kleinstreuer and Agarwal, 
1987), fluid displacement by another in oil drilling (Bakhtiy-
arov and Siginer, 1996), two-layered fluid flow enhancement 
in a pipe employing oscillatory pressure gradients (Mai and 
Davis, 1996), and water-lubricated transport of heavy oils (Jo
seph et al., 1997). 

There are two stability aspects to be considered for these 
types of engineering applications, i.e., the transition to turbulent 
pipe flow and the possible instability at the interface between 
the two fluids. Frigaard et al. (1994) analyzed the stability of 
plane Poiseuille flow of a Bingham fluid and showed that the 
transitional Reynolds number Re„ increases almost linearly with 
the Bingham number B. Interface instability is mainly associ
ated with the viscosity jump assuming that density stratification 
is stabilizing. Hooper and Grimshaw (1985) developed an am
plitude evolution equation for shear flow of two layered fluids 
in a horizontal channel. They formed a critical parameter k^sl 
rf S 1, i.e., wave amplification or decay, where k is the wave 
number of the disturbance, s represents the stabilizing effect of 
surface tension, and d is the growth rate of the linear distur
bance. Published theoretical investigations which focus on flux 
enhancement stayed below such critical flow parameter values 
in order to avoid these types of instabilities. 

The present study provides an analytical solution, not found 
in the open literature, to the idealized problem of flux enhance
ment for a Bingham fluid transported in a horizontal pipe with 
a constant smooth lubricating film of a low-viscosity Newtonian 
fluid (Buchanan, 1996). The model can be readily used for 
parametric sensitivity analyses, as shown in the present paper, 
as well as for stability investigations and as a benchmark for 
more comprehensive numerical models. 

Theory 

Bingham Flow Equations. Assuming steady laminar axi
symmetric fully-developed flow of a Bingham fluid surrounded 
by a constant layer of a low-viscosity Newtonian fluid (cf. Fig. 
1), the reduced continuity and momentum equations (Klein
streuer, 1997) with dpidz ^ IS.plL = constant and 

To - fxadvjdr for T > TQ (Bingham fluid) 

r,j = \ indeterminate for r < TQ (Bingham fluid) 

-^dvjdr for all r (Newtonian fluid) 
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can be directly integrated. The results are for the shear stress; 
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for the Newtonian film of region I: 
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^2. Mo 

M L ' - ' ^ 
for R - hs r^ R (3a) 

and for the Bingham fluid of regions II and III: 

To 

2TO 

TR 
for To s r s /f 

1 1 = const for r ''o 

(3b, c) 

where TQ is the yield stress, TR is the wall shear stress, and </> 
= ApR^/4fM,L. 

The analysis implies that the interface a.tr = R-his smooth, 
that surface tension effects can be ignored, and that the shear 
stress is finite at r = 0. Clearly, the Bingham fluid exhibits 
uniform flow for 0 s r < ro, where 

ro 
2TOL 

Ap 
(4) 

is the "plug flow" radius. Integration of Eqs. (3b, c) across 
the tube's circular area yields the Buckingham-Reiner equation 
(Bird et al., 1960), i.e.. 

QB = 1 
3r« 3 

(5) 

Lubricated Bingham Flow Solution. If the flow rate of 
the Bingham fluid is to be enhanced via a constant Newtonian 
lubrication film, three zones have to be considered (cf. Fig. 1). 
For the core region I, uniform velocity or plug flow remain, 
while in region II, shear effects determine the Bingham fluid 
velocity which merges at the interface of regions II and III with 
the Newtonian fluid velocity profile, viz, 

atr = R-h: vf = vf and T?, = rf, (6a, b) 

Matching Eq. (3a) with the velocity profile for the Newtonian 
layer at the interface r = R — h, and employing the conditions 
(6a and 6b) leads, after integration from r = 0 to r = R-h, 
to an expression for the volumetric flow rate of a lubricated 
Bingham fluid (Buchanan, 1996). 

QLB = 
irApR" 

2M7](2-r])(l -rjf + C^ - V)' 

(1 
To 

TR 3 \ T R 

To 
(7) 

where for practical purposes 

M = ^ > 1, r? = - <̂  1 and 
M R 

To ^ ro 

TR R 
K < 1 (8a-c) 

A flow rate ratio Q = QLBIQB is formed with Eqs. (5) and (7) 
resulting in 

Q^ 
QB 

6M?7(2-r7)(l-?7)^ + 3( l - 7 7 ) " - 4 ( 1 - 77)^ + «" 

3 - 4 K + K'' 

where for flux enhancement purposes Q(M,rj, K) > \. 

Flux Enhancement Equations. To express Eq. (9) in an 
expedient form for flux enhancement evaluations and parametric 
sensitivity analyses, a dimensionless combination of the system 
parameters M, rj and K was sought while maintaining reasonable 
value ranges, i.e., 

2 < A / s ; 1 0 , 0.01 s 77 < 0.2, 0.2 < K < 0.6 ( lOa-c) 

The dimensionless group, termed flux enhancement parameter 
or FEP, was determined employing least squares regression 
analysis, i.e., 

resulting in 

I.[Q(M, K, rj) - FEP]^ = min 

FEP = M°-^'^(K'n)° 

(11) 

(12) 

(9) 

with an average coefficient of multiple determination of ^^ = 
0.983 indicating that 98.3 percent of the observed variation of 
Q, given FEP, can be predicted. The dimensionless group FEP 
collapses the expression for flux enhancement Q = Q(FEP) to 
a curvilinear relationship if one of the three variables is held 
constant. The increase in Q within the given range (cf. Eq. 
lOa-c) is limited by a point where an increase in r), and hence 
an increase in FEP, results in a decrease in Q. The restriction 
of 2 by 77 is due to diminishing cross-sectional area available 
for the Bingham fluid core. 

Results and Discussion 
The forgoing analytic solutions are used to examine the tubu

lar flow fields of two separated, Newtonian/non-Newtonian flu
ids as well as flow enhancement conditions for various system 
parameters, i.e., M, rj, and K. 

Velocity Profiles. For characteristic values of 77 and K, the 
lubricated Bingham fluid flow field is depicted with a series of 
dimensionless velocity profiles for representative viscosity ratio 
values, i.e., M = 2 (cf. Fig. 2(a)), M = 6 (cf. Fig. 2(by) and 
M = 10 (cf. Fig. 2(c)) . The lubricating film characteristics in 
terms of thickness h = rj- R and viscosity p. = p^/M appear to 
have the strongest influence on the velocity profiles and ulti
mately on flux enhancement. The combination of very low New
tonian viscosities and relatively thick lubrication layers gener
ates fast moving, almost uniform Bingham fluid cores (cf. Fig. 
2(c) versus Fig. 2(a) ) . 

Flow Rate Enhancement. Flux enhancement with the goal 
of flow rate maximization, within the given parameter con
straints (cf. Eq. ( lOa-c) ) , is evaluated with Eq. (9). The com
bined effects of the system parameters M and K on the flux 
enhancement function Q(FEP) are given in Fig. 3 in the form 
of a flow enhancement map. For a given M and K value, the 
contour line intersections represent specific Qmjx-values corre
sponding to 77 i=« 0.2. Linear interpolation allows to obtain quick 
Qmax results for any combination of M and K, once the flow 
enhancement parameter is known. 

Conclusions 

An analytic solution for flux enhancement of a Bingham-
type fluid has been obtained considering steady laminar fully-
developed pipe flow. The Bingham fluid is lubricated by a con
centric low-viscosity Newtonian wall layer of constant thickness 
h. Implementation of a smooth uniform lubrication layer, ide
ally, h s 0.2R, would be most challenging. Nevertheless, the 
closed-form solution provided is most valuable for complex 
numerical model validations, two-fluid stability investigations, 
and parametric sensitivity analyses. 

For the latter task (PSA), the dependence of enhanced 
Bingham flow rates, in terms of the ratio Q = QiubrkaiedBtV 
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Fig. 2 Dimensionless axial velocity profiles for different Bingham yield 
stresses, i.e., 0.2 s. K s 0.6 and Newtonian film thicknesses, i.e., 0.01 s 
ij s 0.2: (a) viscosity ratio M = fijfi = 2; (b) M = 6; and (c) M = 10 

That is achieved with high A/-values and relatively large re
values, where rj « 0.2 is the upper bound at which Q = gmax • 
For Tj > 0.2, the flow rate ratio declines because insufficient 
cross-sectional area is available for lubricated Bingham fluid 
flow. 
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GBinEiiiim (luid only, has becH evaluated as a function of viscosity 
ratio M = fio/fJ-, dimensionless film thickness r? = h/R, and 
Bingham yield stress K = TO/TR = r^/R. The function for the 
flow rate ratio, Q = QiM, V<J<)' is graphically simplified for 
practical applications as Q = Q( FEP) in order to elucidate the 
effects of M and K. Crucial for flux enhancement is a low 
viscosity and substantial thickness of the Newtonian fluid layer. 
The reason is that the two-fluid interfacial shear decreases with 
lower viscosities as well as lower interfacial velocity gradients. 

Nomenclature 
Ap = pressure difference 

Re' = Reynolds number as modified by hydraulic radius 
theory 

e = porosity 

Introduction 
There are a number of reasons why the entrance length in 

randomly packed beds of spheres has yet to be measured. First, 
one may argue on physical grounds that it cannot be signifi
cantly greater than one sphere diameter because the tortuous, 
contracting and expanding flow through the pores rapidly (in a 
spatial sense) disconnects the downstream velocity profiles 
from upstream influences. Second, for most packed bed experi
ments, any errors due to entrance effects are usually negligible 
in comparison to the overall packed bed pressure drop. Third, 
any experiments for measuring the entrance length would be 

' Assistant Professor, Idaho State University, Box 8060, Pocatello, Idaho 83209. 
^ Professor and Associate Vice Chancellor for Special Engineering Programs, 

respectively, The University of Texas System, Austin, TX 78712. 
Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 

MECHANICAL ENGINEERS . Manuscript received by the Fluids Engineering Division 
December 13, 1996; revised manuscript received May 4, 1998. Associate Techni
cal Editor: F. Girah. 

Journal of Fluids Engineering SEPTEMBER 1998, Vol. 120 / 631 

Downloaded 03 Jun 2010 to 171.66.16.146. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



•i.O 

1.5 

1.0 

n.B 

Tl>i.2 ^ 

1-A 

. .tl-,0) . 

I».4 

U-6 

O.Q 0.1 0.2 0.3 0.4 0.6 0.6 0.7 0.8 0.0 1.0 

r/R 

Fig. 2 Dimensionless axial velocity profiles for different Bingham yield 
stresses, i.e., 0.2 s. K s 0.6 and Newtonian film thicknesses, i.e., 0.01 s 
ij s 0.2: (a) viscosity ratio M = fijfi = 2; (b) M = 6; and (c) M = 10 

That is achieved with high A/-values and relatively large re
values, where rj « 0.2 is the upper bound at which Q = gmax • 
For Tj > 0.2, the flow rate ratio declines because insufficient 
cross-sectional area is available for lubricated Bingham fluid 
flow. 
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GBinEiiiim (luid only, has becH evaluated as a function of viscosity 
ratio M = fio/fJ-, dimensionless film thickness r? = h/R, and 
Bingham yield stress K = TO/TR = r^/R. The function for the 
flow rate ratio, Q = QiM, V<J<)' is graphically simplified for 
practical applications as Q = Q( FEP) in order to elucidate the 
effects of M and K. Crucial for flux enhancement is a low 
viscosity and substantial thickness of the Newtonian fluid layer. 
The reason is that the two-fluid interfacial shear decreases with 
lower viscosities as well as lower interfacial velocity gradients. 

Nomenclature 
Ap = pressure difference 

Re' = Reynolds number as modified by hydraulic radius 
theory 

e = porosity 

Introduction 
There are a number of reasons why the entrance length in 

randomly packed beds of spheres has yet to be measured. First, 
one may argue on physical grounds that it cannot be signifi
cantly greater than one sphere diameter because the tortuous, 
contracting and expanding flow through the pores rapidly (in a 
spatial sense) disconnects the downstream velocity profiles 
from upstream influences. Second, for most packed bed experi
ments, any errors due to entrance effects are usually negligible 
in comparison to the overall packed bed pressure drop. Third, 
any experiments for measuring the entrance length would be 

' Assistant Professor, Idaho State University, Box 8060, Pocatello, Idaho 83209. 
^ Professor and Associate Vice Chancellor for Special Engineering Programs, 

respectively, The University of Texas System, Austin, TX 78712. 
Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 

MECHANICAL ENGINEERS . Manuscript received by the Fluids Engineering Division 
December 13, 1996; revised manuscript received May 4, 1998. Associate Techni
cal Editor: F. Girah. 

Journal of Fluids Engineering SEPTEMBER 1998, Vol. 120 / 631                                                           Copyright © 1998  by ASME 

Downloaded 03 Jun 2010 to 171.66.16.146. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



difficult to perform because of the extremely small axial spatial 
resolution required (at least less than one half of a sphere diame
ter) for the pressure measurements, the circumferential pressure 
variation at the wall (McWhirter, 1995), and the small pressure 
difference between adjacent measurements for most feasible 
experiments. Fourth, the local packed bed porosity, which is 
largely responsible for entrance effects, converges to the packed 
bed average porosity within approximately one-half to one 
sphere diameter. 

A confluence of constraints upon an experiment for measur
ing the liquid metal magnetohydrodynamic pressure drop in a 
packed bed suggested the benefit of determining the entrance 
length in a packed bed of spheres. One constraint was an expan
sion upstream and a contraction downstream of the liquid metal 
test section in order to transition from the loop pipe size to the 
test section pipe size. Another was the limited length of the 
homogeneous region of the magnetic flux density. It was neces
sary to obtain the pressure difference measurement confidently 
within the constant pressure gradient region of the fluid flow 
since the effect of a uniform magnetic field is to reduce the 
entrance length when compared to the magnetic-field free case 
(Lunsford and Walker, 1976). But, a large pressure difference 
was desirable from instrumentation considerations. Hence, an 
experimental investigation of the approximate entrance length 
in packed beds was undertaken. 

For fluid flow in pipes the entrance length signifies the onset 
of a fully developed velocity profile, as well as the onset of a 
constant pressure gradient (Fox and McDonald, 1978). For 
randomly-packed beds of spheres, however, there is no similar 
concept of a fully developed velocity profile. The overall fluid 
mechanics are determined by the bed structure at the sub-pore 
level. However it is well known that the overall average packed 
bed properties are well characterized by a single parameter, the 
average packed bed porosity, e. That is, although the packed bed 
geometry at the subpore level undergoes significant variation 
throughout the packed bed, the aggregate, macroscopic behavior 
is described by a relatively well known function of the average 
porosity of the packed bed and the fluid properties and flow 
rate (Fand et al., 1987). 

If the packed bed entrance is formed, say, by spheres in 
contact with a rigid screen, the porosity in the plane parallel to 
the screen would be expected to behave similarly to that of the 
porosity of a bed of spheres in contact with a flat waU. For 
spheres in contact with a wall, the porosity, e, is unity at the 
wall, reaches a minimum of around 0.2 at approximately one 
half a sphere diameter (normal distance) from the wall, and 
reaches the bed average porosity value in an damped oscillatory 
manner within a few sphere diameters as reported and discussed 
by Benenati and Brosilow (1962), Ridgeway and Tarbuck 
(1968), Haughey and Beveridge (1969), and Schneider and 
Rippin (1988). For a packed bed formed in this way the fluid 
dynamics would not be expected to provide a constant pressure 
gradient until the local porosity was relatively steady. Even if 
the porosity as a function of position were known explicitly, 
identifying a precise, experimentally verifiable location for the 
onset of an essentially constant pressure gradient would be dif
ficult. Hence, it is concluded that the only realistic experimental 
technique for determining the entrance length in randomly 
packed beds of spheres is by measuring the packed bed wall 
pressure distribution with very high spatial resolution. 

The only other known work concerning the entrance length 
in a packed bed of spheres is that of Dybbs and Edwards (1982). 
They conducted their entrance length work on a regular, not 
random, sphere packing and measured the intra-pore velocity 
profile in the Forchheimer flow regime. Their results showed 
that the entrance length was less than three ball diameters from 
the inlet. However, their work did not involve any pressure 
gradient measurements. No known entrance length work has 
been performed for the case of randomly packed spheres. Heil 

Pressure Tap Detail 

Pressure Manifold 
Separators 

40 Axial Pressure 
Measui^meiit 

Manifolds Spaced 
3.18 m (0.125 in) 

Manifold Taps Attach 
to Manometer 

Fig. 1 Acrylic test section used for measuring axiai pressure distribution 

and Tels (1983) mention the wall pressure distribution in spout-
bed reactors but no indication of entrance length is provided. 

Experimental Apparatus 
An acrylic tube, 10.16 cm (4 in) in diameter and 6.35 mm 

(0.25 in) thick was used for this experiment. Based upon the 
considerations mentioned above a spatial resolution of five axial 
measurements per sphere diameter was chosen resulting in an 
axial spacing between pressure taps of 3.17 mm (0.125 in). 
The circumferential pressure variation was averaged out by 
making 90 equally spaced holes around the circumference of 
the tube at each axial location. Figure 1 shows the test section, 
pressure manifold arrangement, and hole placement. A total of 
40 axial pressure measurements were selected, resulting in a 
total axial coverage of 12.7 cm (5.0 in). The 3600 holes each 
have a diameter of 0.91 mm (0.036 in). 

Four different expansion angles were studied: 0, 30, 60, and 
90 degrees. The nonzero expansions were formed of machined 
acrylic plugs placed into the test section. Two sets of "0"-r ing 
seals prevented bypass around the plugs. The 30 and 60 degree 
plugs had a 2.54 cm (1.0 in) inlet. The 90 degree plug had a 
3.18 cm (1.25 in) inlet in order to allow two spheres to be 
inserted across the inside diameter of the plug. Details of these 
plugs are shown in Fig. 2. For the straight inlet, or 0 degree 
expansion, the water had to transition very rapidly from the 
tube diameter of the flow loop piping to the inside diameter of 
the test section, a radius ratio of —2.3. A tapered plug with 
vanes was formed to serve the dual function of flow distributor 
and packed bed containment. In order to ensure an approxi
mately uniform inlet velocity profile for the 0 degree expansion, 
a flow smoothing section was in contact with the tapered plug-
and-vane flow distributor on the upstream side and an aluminum 
"honeycomb" flow straightener on the downstream side. The 
flow smoothing section was comprised of a three-deep layer of 
4.76 mm (0.19 in) spheres contained by screens. 

The average porosity of the packed bed was determined by 
subtracting from unity the ratio of the total volume of the 
spheres (found by counting the spheres during loading and 
knowing the sphere size) and the empty test section volume 
(computed from measuring the inside length and diameter). 
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1̂ —M 1.27 cm (0.5 in) Inside Radius 

"0" - Ring Seals 

Fig. 2 30, 60, and 90 degree expansion detaiis 

Because the spheres and sphere packing techniques were com
mon to all cases, the average porosity for all cases was approxi
mately 0.5. 

Results 

The axial pressure distribution versus Re' data for the four 
inlet geometries tested are shown in Figs. 3 through 6. The 
uncertainty in the Re' at 20; 1 odds is calculated to be 12 percent. 
The uncertainty in the pressure shown in the figures is based 
upon both resolution errors and bias errors. The pressures at 
zero Re' (no flow) were used to estimate the magnitude of the 
bias errors. 

For the case of the 0 degree expansion, shown in Fig. 3, at 
the higher Reynolds numbers, there is an initial rise in the 
pressure, followed by a mostly steady negative pressure gradi
ent. The degree of the initial rise correlates relatively well with 
increasing flowrate. Also, there appears to be a deviation from 
linearity occurring in the vicinity of about six sphere diameters 
from the inlet for Re' = 2321 and an inconsistent pressure 
reading at four sphere diameters from the inlet for Re' = 1036, 
1272 and 1488 which disappears at the higher Reynolds num-
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bers. On aggregate any consistent deviations from linearity ap
pear to be insignificant beyond one sphere diameter from the 
inlet. Hence, it is concluded that the entrance length for this 
case is approximately one sphere diameter. 

For the 30 degree expansion data shown in Fig. 4 there is 
considerable scatter in the results for Re' = 1879 and 1886 as 
well as an initial rise in the pressure within a sphere diameter 
from the expansion. For Re' = 2749 (A) and (B) there is an 
anomaly just beyond one sphere diameter from the expansion 
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along with a relatively flat pressure distribution within a sphere 
diameter from the expansion. An approximately constant pres
sure gradient appears to be established after around one and 
one half sphere diameters. The data for the 60 degree expansion 
(Fig. 5), show substantially less scatter than the 0 degree and 
30 degree expansion data. An approximately constant pressure 
gradient exists from the expansion to about five sphere diame
ters. It appears that the pressure gradient increases in the vicinity 
of five to seven sphere diameters from the expansion. 

For the 90 degree expansion (Fig. 6) a cylindrical obstacle 
with diameter equal to one sphere diameter, cut to fit straight 
across the inside of the test section, was placed perpendicular 
to the flow direction in the vicinity of six sphere diameters from 
the expansion. This obstacle was placed in the packed bed in 
an attempt to assess the effects of a thermocouple placed just 
beyond the expansion in liquid metal test section (McWhirter, 
1995). The pressure distributions show a small anomaly at 
about 0.6 and 3.2 sphere diameters from the expansion. Also, 
the pressure gradient seems to increase throughout the axial 
range of measurement. A brief rise and then rapid drop in the 
pressure occurs for all Reynolds numbers in the neighborhood 
of the cylindrical obstacle. The large pressure drop in the vicin
ity of the obstacle is expected, since the object causes about a 
fifty percent reduction in flow area at the thickest part of the 
obstacle and the flow must accelerate upon approach to and 
decelerate upon departure from the obstacle. 

A number of phenomena may be observed from the results 
presented. Particularly noteworthy is the initial pressure rise at 
the beginning of the packed bed for the 0 degree and 30 degree 
expansions and near the transverse cylindrical obstacle in the 
case of the 90 degree expansion. For the 0 degree expansion 
one might expect to see an initially large pressure drop as the 
flow accelerates into the pores of the packed bed. However, 
this is not what is observed. A similar effect is seen for the 30 
degree expansion but more data scatter exists for this case and 
the presence and magnitude of the rise does not correlate well 
with increasing flowrate. However, such an initial rise is also 
clearly seen for the case of the flow around the cylindrical 
obstacle with the 90 degree expansion. These initial pressure 
jumps are a characteristic for moderate Reynolds numbers 
where inertia, pressure forces and viscous forces are all signifi
cant contributors to the flow physics. Perhaps a quaUtative anal
ogy can be drawn between a uniform freestream flow entering 
a cascade of plates, as discussed in Panton (1984), and a uni
form flow entering a packed bed of spheres. For flow entering 
a cascade of plates at moderate Reynolds number the presence 
of plates decelerates the fluid near the plates and viscous and 
pressure forces accelerate the flow between the plates to main
tain continuity. The pressures along the stagnation streamhne 
and at the wall initially increase as the flow enters the plates. 
On the other hand, the pressure along a channel centerline de
creases as one would expect from inviscid flow theory for an 
accelerating flow. However, for this case of flow entering a 
cascade of plates, the net flow areas upstream and downstream 
from the plate cascade entrance are essentially equal. 

For flow entering a packed bed of spheres the total flow area 
decreases by a factor of approximately 2 within a distance on 
the order of one half a sphere diameter from the inlet (Benenati 
and Brosilow, 1962). The extra acceleration required because 
of the reduction in flow area must come from viscous and 
pressure forces. The pressures measured at the wall of the 
packed bed indicate that the pressure increases to accelerate the 
flow and then decreases due to viscous losses in the packed bed 

with this transition occurring within about one and one half 
sphere diameters from the inlet. A similar explanation is plausi
ble for the case of the flow around the cylindrical obstacle: the 
acceleration of the fluid around the obstacle requires an increase 
in pressure very near the leading edge of the obstacle. 

For the 60 and 90 degree expansions, the pressure gradient 
appears to increase slightly for the 60 degree expansion, more 
so for the 90 degree expansion. An explanation for this behavior 
is that the flow pattern near the expansion inlet has some free 
jet characteristics and the flow must penetrate into the bed some 
distance before the flow fully covers the entire bed cross section. 
Hence, the velocity within the jet decelerates and tends to in
crease the pressure within the packed bed with diminishing 
effect as the flow spreads throughout the entire bed. When the 
viscous pressure drop is considered the result will be a flatter 
pressure gradient near the expansion and an increasing gradient 
as the flow spreads out across the bed. This same effect could 
also explain the anomaly of the initial rise in the pressure for 
the 30 degree expansion at lower flowrates but a flat pressure 
gradient at higher flowrates if the flow matched the expansion 
contour at these lower flowrates but retained some free jet char
acteristics at higher flowrates. 

Conclusion 
The axial pressure distribution near the inlet of a randomly 

packed bed of spheres at Reynolds numbers between 1036-
2749 was measured for inlet geometries of 0, 30, 60, and 90 
degrees. For the two smaller inlet geometry angles (0 and 30 
degrees), an essentially constant pressure gradient was estab-
Ushed within approximately one and one half sphere diameters. 
Hence it is concluded that the entrance length is of this same 
order for these cases. This compares well with the only other 
known previous investigation, under three sphere diameters, for 
a non-random packed bed in the Forchheimer flow regime. For 
the larger expansion angles, non-constant pressure gradients 
were observed. 
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Uncertaint ies and C F D Code Validation^ 

Patrick J. Roache.^ The paper by Coleman and Stern 
(1997) proposes a new approach to CFD code validation that 
gives consideration to both experimental and simulation uncer
tainties. It is a valuable and thought-provoking contribution. 
Two criticisms follow. 

(1) Hypothetical data-simulation comparisons are given in 
Figure 1 (see also Coleman, 1996), without and with experi
mental uncertainty bars (parts a and b, respectively). The au
thors state that one might interpret part a to indicate that Model 
I is superior to Model 2 since it seems to "capture the trend 
of the data." In contrast, when the experimental uncertainty is 
considered in part b, ' 'it is obvious that arguing for one method 
over another based on comparison with the experimental data 
is wasted effort since the predictions from both methods fall 
well within the data uncertainty." 

This negative evaluation would be true if and only if the 
uncertainty distribution within the plotted range of experimental 
uncertainty (commonly called "error bars") was flat, i.e. a step 
function. (For example, if the "error bar" covered the data 
value D to ±10%, this flat distribution would give equal proba
bility that the true value was at D -1-1%, D - 3 % , D +9%, etc. 
or at D itself.) In such a case, our probabilistic knowledge is 
indifferent to any values within the range of the "error bar" 
and therefore to the relative merits of Model 1 and 2, and the 
authors' argument holds. Of course, we do not know what the 
appropriate probability distribution is, but most physical experi
ments have some preference for the data values reported, and 
the default model of probability is a Gaussian distribution. If, 
in the judgment of the reader, this is the more likely distribution, 
then there is probably a trend in the true values, and Model 1 
does indeed "capture the trend of the data." One could readily 
express this quantitatively as a weighted integral over the as
sumed probability distributions within the "error bars," but 
qualitatively, I believe that the naive preference for Model I is 
justifiable. 

(2) The principal thrust of the paper is that the validation 
uncertainty Uy should be the key metric in the validation pro
cess. They define the ' 'validation uncertainty Uv as the combi
nation of all uncertainties that we know how to estimate," 
which includes experimental and numerical uncertainties, the 
latter including lack of grid convergence. With the ' 'comparison 
error" E defined as the difference between the experimental 
data set value the value produced by the simulation, they then 
interpret the condition \E\ < t/^ to be the criteria for claiming 
that validation has been achieved at the Uv level. 

' By H. W. Coleman and F, Stern published in the December 1997 issue of the 
JOURNAL OF FLUIDS ENGINEERING, Vol. 119, No, 4, pp. 795-803. 

^Consultant, P.O. Box 9229, Albuquerque, N. Mex. 87119. 

The authors are well aware of a paradox inherent in this 
criterion, that increasing uncertainty of the experiments or 
the simulation (e.g., less convincing grid convergence tests) 
makes it easier to achieve validation. (The resolution of the 
paradox lies in the recognition that the validation level so 
achieved is less demanding, i.e. Uv is greater.) See more 
complete discussion in Coleman and Stern (1997) and in 
Roache (1998). However, besides the evident potential for 
misinterpretation in the use of Uy, a more basic problem 
exists with their proposal; it fails to account for an acceptable 
error tolerance in the Validation. This is easily demonstrated 
by the following "thought experiment." 

Imagine a programmatic need for Validation with a 5% error 
tolerance (call it TOLy). That is, the need is for a model/code 
that can predict physical reality to within 5%. Further imagine 
the limit of good experiments and calculations, i.e. vanishingly 
small experimental uncertainty and simulation uncertainty, so 
that their validation uncertainty Uv is also vanishingly small. 
Finally, imagine excellent agreement between experiment and 
simulation, say an observation error \E\ = 0 . 1 percent. Then, 
their proposed criterion does not allow this to be considered a 
validation. No matter how good the agreement between experi
ment and simulation, nor how lax the programmatic needs, if 
the agreement is not as good as the combined uncertainties from 
experiment and simulation, it cannot be considered a validation, 
in this approach. 

A modification of their validation criterion to include a pro
grammatic validation tolerance TOLy would avoid this diffi
culty. 

\E\ <Uv + TOLy 

However, the previously mentioned paradox remains, e.g. in
creasing experimental and/or numerical uncertainty still make 
it easier to achieve validation, at the level now defined by Uy 
+ TOLy. Further consideration by the simulation community 
will be required to determine whether or not this modification 
makes their proposal practical. See also further discussion in 
Roache (1998). 
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Authors' Closure 

We appreciate the thoughtful comments by Dr. Roache and 
the many contributions he has made in this field. 

We do not accept his first point for a general case. If, for 
instance, the uncertainty bands plotted included a significant 
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Applied Dimensional Analysis and Modeling, by Thomas 
Szirte, McGraw-Hill, NY, Dec. 1977. 

REVIEWED BY SHELDON GREEN' 
Applied Dimensional Analysis and Modeling is an extended 

(790 pages!) treatise on dimensional analysis and modeling. 
Although the intended audience of the book is never explicitly 
stated, one can reasonably assume, given the hundreds of exam
ple problems, that its intended audience is undergraduate stu
dents and researchers who have not previously been exposed 
to the power of dimensional analysis techniques. 

The first chapter of the book covers some elementary matrix 
theory (determinants, matrix inversions, solutions of linear sys
tems of equations, etc.), which is used subsequently in the 
development of mathematical results concerning dimensions in 
Chapters 2 through 10. Chapters 11 through 18 include numer
ous examples of the application of dimensional reasoning, to 
subjects as diverse as biomechanics, elasticity, electromagnetic 
radiation, and fluid mechanics. 

Chapter 1 of the book (this chapter was written by Professor 
Rozsa) is a clear recapitulation of matrix theory. Although the 
chapter would have benefitted from some unworked review 
problems, the presentation of ideas is clear and at an appropriate 
pace. In contrast, this reviewer found most of Chapters 2 
through 10 to be disappointingly pedantic. For example, surely 
any first year university student can convert Planck's constant 
from SI units to Imperial units. Likewise, does one need to 
explain that it is conventional to leave a gap in the expression 
"mass = 91 kg" between the " 9 1 " and the "kg?" Finally, 
does one really need a theorem stating that if one multiplies 
two variables, the result has dimensions equal to the product of 
the dimensions of the variables? 

Chapters 11 to 18 represent a nice improvement from the 
preceding 9 chapters. In these chapters there are literally hun
dreds of examples of the application of dimensional analysis to 
physical problems. The author has found some excellent exam
ples of situations (e.g., a sphere rolling down an inclined ramp) 
in which dimensional analysis can show that certain variables 
that one might intuit are important, are in fact physically irrele
vant. He also gives nice examples of the application of physical 
reasoning to determine the form of relations between II groups. 
Fluid mechanics specialists will note some unfortunate errors 

' Professor, Department of Mechanical Engineering, Ttie University of Britisii 
Columbia, Vancouver, B.C. Canada V6T 1Z4. 

in the text. For example, when discussing the terminal velocity 
of a falUng raindrop, the author neglects that air density could 
play a role in the process (i.e., he assumes the falling drop is 
in the Stokes flow regime), and thus deduces that the terminal 
velocity is proportional to the square of the droplet radius. Un
less the rain is a fine mist, droplets will not be in the Stokes 
flow regime, and therefore do not have a terminal velocity pro
portional to the square of the droplet radius. As a further exam
ple, when discussing the power required to tow a barge, the 
author claims that model-scale measurements of drag force 
would be made by holding a model stationary in a moving 
stream. Although barge drag measurements could be made in 
this way, it is far more common to use a towing tank for the 
purpose. One can in fact use a dimensional analysis argument 
(along with a knowledge of the power requirements of wind 
tunnels) to show that the power required to operate an open 
water flume, of a size comparable to a reasonable model ship 
towing tank, is enormous, which is one of the reasons why 
towing tanks, not flumes, are used for barge drag measurements. 

Without question, dimensional arguments can be very power
ful. However, dimensional analysis is only effective if one iden
tifies all physical variables that are important in a problem. The 
neglect, in the falling raindrop problem, of the role of air density 
is one example of such an omission. As a second example, the 
author uses dimensional arguments to conclude that all animals 
should be capable of leaping from rest to about the same height 
(of 2 m, according to the author). In fact, only a few select 
athletes can leap even 1 m vertically; professional high jumpers 
achieve extra height by converting kinetic energy (produced by 
a running start) into gravitational potential energy, and by rotat
ing the body such that the lowest part of the body is near the 
center of mass. Similarly, a cat can leap significantly higher 
than a small dog owing to the cat's greater flexibility, which 
allows it to store more energy during the compression phase of 
a leap than can a dog. These three are very different physical 
mechanisms from those considered by the author. This example 
would therefore have been a good place for the author to have 
explicitly cautioned the reader about the hazards of relying 
on dimensional analysis when the underlying physics are not 
understood. 

Given these shortcomings of the book, one might ask in what 
ways it is worthwhile. In view of its many diverse, interesting 
examples, taken from across the physical sciences, the reviewer 
believes that it serves a role as a compendium of dimensional 
analysis problems. As such, it would be a useful addition to 
the libraries of most universities, although few fluid mechanics 
specialists would want a copy specifically for a personal library. 
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